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Analytic expressions are given for the eigenvalues of some matrices arising in connection with 
Feynman path integrals. 
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In a recent paper I on the application offunctional La­
place transforms to the evaluation of Feynman path inte­
grals Lee had occasion to consider the familiar matrices 

2 -1 

-1 2 -1 
Q= . . . 

-1 2 
. . . . . . 

o 
- 1 0 

R = -1 o 

and the less familiar matrix 

p= Q -'RQ-'R. 

The eigenvalues of these matrices are required in certain ma­
nipulations intended to lead to the known expressions for the 
propagators of simple systems like the harmonic oscillator. 
Unfortunately Lee obscured his derivations by not noticing 
that all these matrices have eigenvalues which can be written 
simply in closed form. (He evilluated them numerically and 
then showed that the correct numerical values for the propa­
gators followed.) 

The eigenvalues of Q are 

An = 2(1 - cose), e = n7T/(N + 1), n = 1, ... , N, 

which is well known, and those of Rare 

An = - 2icose, 

where N is the order of the matrix. Both of these may be 
established simply by reducing the eigenvalue problem to the 
solution of a three-term recurrence relation, Q and R being 
tridiagonal. 

Similarly for P = Q -IRQ -'R = (Q -'R )2, since the 
eigenvalue problem 

Q- 'RY=f1Y 

can be written as 

Ry =f1Qy, 

we get the recurrence relation 

(1 +f1)Yj+1 -2f1Yj -(I-f1)Yj_, =0. 

This may be solved subject to the boundary conditions 
Yo = YN + I = 0, and we find that 

f1n = icote, e = nrr/(N + 1), n = 1, ... , N. 

The required eigenvalues of P are therefore the squares of 
these and they are obviously real and negative and come in 

pairs, as Lee found numerically. On the other hand, Lee's 
quoted numerical values are very bad approximations to 
these exact results, the larger eigenvalues being, surprising­
ly, the worst. It is possible therefore that P has awkward 
numerical properties. 
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APPENDIX 

At the suggestion of the referee I give here some further 
details of the derivation of the principal result of this paper. 

The recurrence relation 

(AI) 

has constant coefficients and so is amenable to solution by 
means of the standard substitution2 

(A2) 

where q is some complex number. Inserting (A2) into (AI) 
gives a quadratic equation for q which may easily be solved 
giving 

q = 1 or (,u - 1)/(,u + 1). 

The general solution of the recurrence relation is thus 

Yj = A + B [(,u - 1)/(,u + 1 W (A3) 

The recurrence relation corresponds to the eigenvalue prob­
lem only if Yo = YN + I = O. Setting) = 0 in (A3) gives imme­
diately B = - A. Setting) = N + 1 gives 

[(,u - 1)/(,u + 1)]N+ 1= 1, (A4) 

and the eigenvalues are the values of f1 for which this is true. 

The nontrivial solutions (that is, ones that do not lead to 
Yj = 0 for all)) of(A4) are those in which (,u - 1)/(,u + 1) is a 
complex number of modulus unity. We can thus write 

(,u - 1)/(,u + 1) = coseP + isin¢i, 

and (A4) is satisfied if eP = 2nrr/(N + 1), n = 1 .. ·N. The re­
quired eigenvalues are thus, 

I + cosePn + isin¢in 2nrr 
f1n = . . ,¢in = ---, n = l .. ·N, 

1 - coS¢n - IsmePn N + 1 

which may be rewritten in the form given above. The corre­
sponding eigenvectors are given, from (A3), by 

yj"i = A (1 - cos)ePn - isin)ePn)' 

I L. L. Lee, J. Math. Phys. 21, 1055 (1980). 
'I. Anderson, A First Course in Combinatorial Mathematics (Oxford U. P., 
1974), p. 42. 
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We consider the generalization of the Dirac (gamma) algebra to a space-time with dimension 2OJ, 
which is required for the use of the dimensional regularization scheme applied to fermions. In 
particular we introduce several tricks to facilitate the manipulation of expressions in such 
algebras, including a polynomial algorithm for taking traces and explicit formulas for Fierz 
matrices. 

P ACS numbers: 02.1O.Sp 

I. INTRODUCTION 

Dimensional regularization, 1,2 has become a popular 
tool for regularizing gauge theories in a manner consistent 
with their gauge symmetries. This technique requires one to 
deal with the generalization of the Dirac y-algebra to 
2OJ=n=4 + ~ dimensions in order to include fermions into 
the scheme; such algebras are known as Clifford algebras. 
The purpose of this paper is to introduce new techniques to 
replace the efficient algorithms which have been developed 
specifically for four dimensions. 3

,4 

In Sec. II we introduce our notation and discuss the 
representation of the 2OJ-dimensional Clifford algebra on 
20

' X 2'U matrices. Section IlIA introduces and gives proofs 
for several theorems, mainly concerned with taking traces of 
products of is, culminating in Theorem 5 which provides a 
systematic method for taking traces. I Section IIIB develops 
a graphical notation which enables most simple traces to be 
done by inspection; the graphical technique is developed fur­
ther in Sec. IV. In Sec. IIIC we give theorems which are 
principally concerned with simplifying expressions involv­
ing contracted indices. These lead, in Sec. IIID, to closed­
form expressions for the Fierz reordering identities in spaces 
of arbitrary dimension. These identities are also given in 
terms of a convenient dual basis which generalizes the form 
of the usual four-dimensional bilinear spinor covariants. The 
numerical coefficient matrices are given in an appendix for 
OJ = 1 through 7. Finally in Sec. IV diagrammatic methods 
are used to find the Clebsch-Gordan series for the Clifford 
algebra, and a polynomial algorithm for reducing y-expres­
sions and traces is given. 

A number of examples have been inserted into the ap­
propriate sections to illustrate the use of the techniques as 
applied to some simple problems. It is hoped that these re­
sults may prove useful not only in using dimensional regular­
ization but also in other areas, such as supersymmetry. 

II. DEFINITIONS 

The Clifford algebra in 20J dimensions is defined by the 
anticommutation relations 

ly",Yvl = 2g"v 1 (I <,u,v<2OJ) , 

where I y" 1 are the generators of the algebra, 1 the unit ele­
ment of the algebra, and g"v the SO(K,2OJ - K) metric tensor. 

It is usually sufficient to assume OJEN and consider only 
even-dimensional spaces, though of course we "analytically 
continue" OJ to arbitrary complex values in dimensional 
regularization. 1,2 

We may construct a basis in the algebra by defining 

r V) =y ... y ",'''''j- I", "i J 

1 OA, ... ,\ 
it " .... ",y;.. "'YA j ' 

J. 

where O<j<2OJ, 1 <,u;<2OJ, o~::::~ is the generalized Kron­
ecker delta (or permutation) tensor defined by 

OA .... Aj=~O [A'OA' ... OAJ 
fll'·'f..lj :J PI III 1-l.J 

and the [ ... J indicates antisymmetrization on the enclosed 
indices as usual. 

For each value ofj there are eW
) distinct values of the 

antisymmetric subscript Lul .. ·,uj]' so our basis has 
~2", (2",) 22", b 
':'j ~ 0 j = mem ers. 

If we introduce a Cartan-Killing type of metric on the 
algebra by (A,A ') tr[AA '] using the cyclic linear trace 
functional (A,A , are arbitrary elements of the algebra) then, 
as we shall show, our basis is orthogonal. Furthermore, it is 
clearly complete as it is a maximal set of antisymmetric pro­
ducts of the y's, and the symmetric part of any A may be 
reduced using the defining anticommutation relation. 

For even-dimensional spaces (OJEN) the algebra is faith­
fully represented on the complete 2'" X 2'" matrix algebra, 
e.g., by the map 

G;(2,u):YI'_Yl'l2,u), 

where the matrix y" (2wl is defined as 

y\21 ai' tI2{U1-IXtI2,u-2), 

t22) a2' t22{U1 1 X t22
{U - 21, 

,)2w)=,,12,u - 2) X a 
fer. -ra~ 2 3' 

(OJ> 1,2 < a<2OJ) with thea; being Pauli matrices. It is easily 
verified that these matrices satisfy the defining relation of the 
algebra with the SO(2OJ) metricgJlV = 0Jlv; the generalization 
for SO(K,2OJ - K) is readily done by inserting the appropriate 
factors of i. fiJ (2wl is naturally extended to the complete alge­
bra by linearity. 

For odd-dimensional spaces the situation is less 
straightforward; for example the representation5

,6 given by 
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extending 9 12wl to 9 12w + II with 

Y 
~,)2("I,)2wl ,)2'''1 

2(v + 1 -------r r 1 (2 ···f2w 

is not faithful; also we find that the representation 9'12w + II 

:y!, _ _ y:wl is inequivalent to 9 12w + II. 

The trace functional can be represented by the matrix 
trace, however we shall not use explicit representations in 
the following. 

III. ALGEBRAIC IDENTITIES 
A. Trace theorems 

We now give the generalizations of some familiar theo­
rems in the Dirac algebra to 2w dimensions, and we intro­
duce a notation particularly convenient for utilizing them. 
We shall assume 2w to be even. 

Theorem 1: The trace of an odd number of y's is zero. 
Proof Consider the quantity *Y=YIY2"'Y2w; aswEN*y 

anticommutes with all the Y!" and further (*y)2 = 0"1, where 
a = ± 1. Hence for p odd 

tr [Y/l, "'Y/lp] = atr [Y!'. "'Y!'p *y*y] 

= - atr [*YY!'. "'Y!'p *y] 

= - tr [Y!'. "'Y!'p] = 0, 

where we first anticommuted *y to the left and then used the 
cyclic property.D 

Theorem 2: tr [r~l""!,j] = 8jO tr[ 1]. 
Proof Ifj/2EN andj#O, then 

[r VI ] _ 1 £ v.···vj [ ] tr /l,"'!'j - --;;- u !' .... !'/r Y v .... y Vj , 
J. 

where by antisymmetry we may take all the subscripts in the 
trace to be different, hence all the of the y's anticommute and 
thus 

tr [y ... y,] = - tr [Y Y ... y ] 
VI \j Vj v, Vj I 

= - tr [y ... y ] = 0 
VI Vj , 

again by first anticommuting Yv. to the left and then using 

cyclicity. Ifjl2fflthen using th~ definition of r~l''''!,j as 
above we obtain the trace of an odd number of y's which 
vanishes by Theorem 1. Finally, for j = 0 we obtain 
tr[r (0)] = tr[l] trivially as r (01 = 1 by definition.D 

It is reasonable to take tr[l] = 2 w, but this not needed 
as the tr[l)'s cancel in practical calculations. 

Theorem 2 is in fact just a special case of 
Theorem 3: The basis elements are orthogonal, by 

which we mean 

tr [r (i\ rVI'· •... vj] = ( _ )ili - 1\/2£ v.···v, £ .. t [1] 
111"'11; U 1-tI"'J.LiUlj r . 
Proof 

tr [rlil rlJlv .... Vj] = 8 A •... A,8 v •... vjtr [y ... y "P •••• 'Pj]lil!~ 
Il.'·'!-li 111"'11; PI"'Pj AI Ai { r ... 

As the indicesA 1, ••• ,A.i andpl, ... ,pj are anti symmetrized it is 
easy to see that the trace is 

8( - )ili-11128p····p'tr[l] 
lj A1'''A j 

(q.v. Theorem 5), so using the identity 
8 A.···A, 8 p,"'p, _ ~£ P ... ·p, 

fl.'·'IL, AI,··A i - l.u /-ll"'/-l, 

we obtain the required result.D 

1331 J. Math. Phys., Vol. 22, No.7, July 1981 

Theorem 4: 

(YV. "'YvJY/i = ( - Y'1J:..Yv .... ~~p( ) 
+ 22, ( - ) fI YVj g/iV,' 

i= 1 '= I 

,.i 

Proof By straightforward anticommutation 

Yv,"'Yv"Y/i =Yv ... ·Yv,' ,!Yv,"Y/iJ -Yv ... ·Yvp ,Y/iYvp 

=2gvp /iYv.···Y,.p ,- [Yv.···Y,." ,Y!']Yvp' 

We now proceed by induction onp: assume the result for 
p - 1; then the equation above gives 

YV. "'YvpY!' = 2g!'vpYv. "'Yvp_, 

- [( - Y'-IY/iYv ... ·Yvp_, 

+ 2 :~: (- )i-
P

+ 1 (r(yvj)g/iV,]YVP 

,.i 
= (- Y'Y!'Yv. ",yvp + 2 itl( - V- PCDI YVj)g!'v,; 

,.i 
as the result holds trivially for p = 0 the proof is complete.D 

Theorem 5: For p even 
P-1. A A 

tr [Y!" ... y!'p] = I (-)' + Ig!,pI', tr [Y!'. "'Y!'I ... y!'p]' 
i= I 

where the circumflex on a Y!' indicates that it is missing from 
the trace. 

Proof Using Theorem 4 we have 

(Y!' .... y!'p_ ,)Y!'p = (- Y'- l y!'pY!' .... y!'p , 

+ 2 P~1 (_ )i- P+ I(Prr-1 y)g . 
L J-lj fl,ft.' 
i~ 1 j~ 1 

,.1 

so taking the trace and noting that ( - Y' = + 1 gives 

tr[y!, . ... y!',,] = - tr[y!'pY!' .... y!'p ,] 
p-l + 2 ~ (_)i + l tr [y ... y

A 

. ... y yA]g L I-l, 11 , IIp I IIp I-lPp ' 
i= 1 

As the trace is cyclic our result followS.D 

B. Graphical method 

Theorem 5, in conjunction with Theorem 1, allows us to 
evaluate any trace by applying it repeatedly. A convenient 
notation for using it for hand calculation is to write the 
connection 

tr[Y!'YV]=Y/IYv =g!',.tr[l] 
L........I 

exactly analogously to Wick's theorem. Indeed we may in-
troduce the sign convention that 

tr[y ... y '''r ... y ] 
III Ill' /1'1 I"r 

'---.J A A 

-( )q - P + 1 t [ ] = - g r Y ... y ... y ... y 
/-l,J-lq J-li I-l p Ii" J-lr' 

i.e., the sign we would get from anticommuting Y!'q through 

to Y!",' 
With this notation, Theorem 5 may be rewritten as 

p-l 

tr[Y!' ... ·Y!', .. ·Y!',,] = I tr[Y!' ... ·Y/i, .. ·Y!'pl 
i=1 L...----J 
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Proceeding as in Wick's theorem we may apply this formula 
recursively to each term on the right-hand side so as to ob­
tain eventually 

tr [YI" .. ··YI"J = L tr [YI", YI", YI", "'YI", I YI"J, 
I all connections I L:..f--..J ... J I 

where the sum is over all possible pairwise connections. A 
convenient way to calculate the sign of a given term is to 
notice that if the connecting lines cross n times, the appropri­
ate sign is ( _ In. 

Example: 

tr[YI"YpYaYA] = tr[YI"YpYaYA] 
~~ 

+ tr[YI"YpYaYA] + tr[YI" Yp YaYA ] 
~ l...:...-o( 

= (gl"pgaA - gl"agAp + gl"Agpa )tr [ 1]. 

While this method is fairly reasonable for small traces, the 
number of terms generated is large if the trace is long: for a 
trace of p y's we obtain Ip - 1)1p - 3) ... 3.1_1p - 1)" terms 
( = number of ways of choosingp/2 pairs fromp objects). Of 
course this is unavoidable if all the p indices are distinct, 
however if there are contracted indices or symmetries among 
the indices-as there almost always are in Feynman diagram 
calculations for instance-these can be utilized in a system­
atic manner. We shall discuss this in Sec. IV. 

C. Contraction theorems 

In a four-dimensional space Chisolm3 found some use­
ful rules based on the identity 

Ya YI", "'Yl"l" , ,~= - 2YI"lP , ,"'YI",' 

which were developed into a powerful systematic reduction 
algorithm by Kahane.4 Unfortunately such rules appear to 
be peculiar to four dimensions, and in general contractions 
like the one above in 2U1 dimensions generate a large number 
of terms. 

Nevertheless such identities may be useful, as we shall 
show. 

Theorem 6: 

YI" (V, Yv;)Y' 

= 2 itz ( - y-- dyv, (~, Yv)+ ( - )d(2lU - 2) (V, Y",) 

#i 

where d>O, 
Proof This is really a trivially corollary of Theorem 4.0 
Examples: 

Y
" 

Yp y' = - (2U1 - 2)yp' 

YI"YpY"Y' = 2YaYp + (2lU - 2)ypYo-, 

Y"YpYaYAY' = - 2YaYpYA + 2YAYpYa - (2lU - 2)YpYaYA' 

We notice that Theorem 6 reduces a string of d + 2 y's to d 
terms each involving d y's, so if this string occurs in a trace of 
p y's we get dip - 3 )!! terms instead oflp - 1 )!!. As the trace is 
cyclic d<op/2 (if we are sensible and contract the shorter way 
around), so even this weaker identity can save a considerable 
amount of computation, 

A particularly interesting special case of Theorem 60c-
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curs when we antisymmetrize on the indices V",,,,Vd' as then 

There is an alternative way of deriving this result, however. 
We introduce the notation of putting a tilde on repeated indi­
ces which are not to be implicitly summed over, so that 
Yfi r ;~:""dY" is one term in the contraction above. In this term 
either Ii is equal to one member of the set! V1,,,,,Vd 1 or it is 
not. In the first case we have 

Y{ir~)"VdY" = - ( - )dYIIY"r~)"vd 

- ( - )dr ~)"Vd' 

and in the second 

Y{ir~I""dY" = ( - )dr~)"Vd' 

As r ~)"Vd is totally antisymmetric all the Vj are distinct, 
hence the first case occurs d times and the second 2lU - d 
times, hence 

y"r~/."VdY' = d [ - ( - )dr~)""d] 
+ (2U1 - d)[( - )dr~!""d] 

as required. 
This argument is easily generalized to give 
Theorem 7: 

r~~.",r~)""drl/)"''''I"' =.d (2lU,d,! )r~)""d' 
where 

.1 (n,d,! )-/!( _ )/{I- '1/2( _ )dl 

X mi~dl ( _ Y'(n - d)(J. 
p ~ maxlO,l - n + d I I - P P 

Example: In a lO-dimensional space (UI = Sf 
r lS ) r l41 r ISI","·'" = 144or l41 . 

J.LI··'J.L~ V.'··V" V1"'V" 

Theorem 8: The function.1 (n,d,!) has the following 
properties: 

.1 (n,d,/) = ( -1{1- ')/2( - )d(d - '1/2 ~: =- ~/i.1 (n,l,d), 

.1 (n,n - d,l) = ( - )/.1 (n,d,I), 

.1 (n,d,n -l) = ( - )d( _ r1n - ')l2( _ )/iI-nl 

(n - I)! .1 (n,d,/). 
/ ! 

Proof For the first identity we use the argument sum­
marized by the following diagram: 

rll) rid) rl/)I""""'rldlv''''Vd 
J.l,"'jLJ VJ"'Vd 

/j \\ 

r ~~ ... ",.d (n,l,d )F iI 1","'1", .1 (n,d,/)r ~!""dr Id lv, ""d 

\\ II 
.1 (n,O,!).1 (n,!,d) = .1 (n,D,d ).1 (n,d,/), 

where we have taken n=2lU as the dimensionality of space­
time. As 

.1 (n,O,k ) = ( - )k Ik - ')!2n!/(n - k)! 

the result follows immediately. In verifying this result ex­
plicitly using the definition of.1, the identity 
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proves useful. 
For the remaining two identities it is convenient to use 

the anticommuting object *y introduced in the proof of 
Theorem 1. According to Theorem 9 we have the duality 
condition 

( _ )In - k lin - k - 1)12 

rlkl = *YE 
11- •••• 11-. (n _ k )! 11- .... 1'" 

X r In - k )11-. { ,···p."det( g) 

so 
r(ll rln - d) rll)p. •... p., 

fL,'··J.l, v""vn d 

( _ )dld - 1)/2 

= d! det( g)Ev •... v " 

Xrll) *yrld)V" -J+ ,. .. v.r'''p.'';·I1-, 
PI"'PI 

( )d (d - fJ/2( )1 
= - - det( g)..:1 (n.d,l) 

d! 
XE *yrV"-J+""vn 

1I,"'Y" 

= (- )ILl (n.d.l)Fv •... v
n

_
d

; 

however the original expression clearly equals 

Ll (n.n - d,l)Fv •... Vn_d 

too. giving the second identity. 
The final identity follows from the preceding two.o 

D. Fierz identities 

The generalized contraction identity (Theorem 7) has as 
a useful corollary an explicit formula for 2cu-dimensional 
Fierz reorderings. 

Corollary: The Fierz coefficients allw ) in the reordering 

(rll)p. •... p.') (rll) ) 
ab 1'."'#, cd 

2w 
= " (2w)(r Ik )v •... v .) (r Ik) ) 
~ Q 1k ad V.···'1I" cb' 

k=o 

or in compact form 
2w 

rll)®r(l) = L a\lw)r'k)xr'k). 
k=O 

are given by 

al2w ) _ Ll (2cu.k./)( _ )k Ik - 1)/2 

Ik - k !tr[1] 

Proof Multiplying the Fierz equation by 

(r v,P.···Pj) (r v, ) 
be P.'··Pj da 

gives 

tr[r(l)I1-····p.rrv/p.···PJrll) r v, ] 
P,"'PI P.'··Pj 

hence 
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Ll (2w.j,/)L1 (2cu.O.j )tr[l] 
2", 

= " allw )( _ )k Ik - 1)128 v •... v·8. tr [ I ] 
~ Ik P.···P. Jk 

k=O 

X(_)k lk-I)/2fjP.···Pk 8. tr[IJ 
Vt"'V" Jk 

~Ll (2wj,l)( _ YV-I)/2 (2w)!. 
(2cu - J)! 

= aI2wJ)~ (2w)! tr[1J. 
Ik (2w -j)! 

Example: With 2w = 10 the Fierz coefficient 
a~Sb = - 1/116121600. 

In practice the basis tensors r ~; ... p., with I near 2cu are 
more conveniently replaced with their duals constructed us­
ing the Levi-Civita tensor Ep. •... p.>m. This tensor is completely 
antisymmetric on all its indices and has its sign fixed by 

E I2 ... 2w = 1; 

it thus has the following useful properties: 

In terms of the Levi-Civita tensor *y becomes 

* =_1_~""/<lmrI2"') 
y- (2cu)! /<.···/<,m· 

and we introduce the dual basis *yr ~; ... p., related to the origi­
nal basis by the following: 

Theorem 9: 

( )
(2", - k 112", - k - 1)/2 

r lk I = - E *yrI2", - k)/<, + "··/<>m 
/< .... /<. (2cu - k )! 11- •••• /<"'. 

Xdet(g). 

Proof Multiply by r~~",pj and take the trace.o 
These dual tensors are easily manipUlated using the 

rules that 

(*y)2 = ( _ )",(2w - l)det( g). 

l *Y.y/< I = 0:2w even, 

[*Y.y/< ] = O:2cu odd, 

*yr(ll = (- )Ir(ll *Y:2cu even 
J.LI'·'J..l, J..l."'J.l, ' 

= r(l) *y:2cu odd. 
J.LI'·'J.LI 

A useful family of basis vectors consists of a mixture of 
rll) and *yrll) for 0<.1 <w (by convention we shall chose 
r(wl rather than *yrl"'l when they differ by a sign). In this 
basis the Fierz matrix looks like 

r *yr 

.;rl::: I ::=~' 
where it can be shown that 
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(a ) - 012"'1 (2"'1 +- I} - I} aI2",_j' 

(a ) - 012"'1 (2"'1 -+ I} - jl a2",_lj' 

O<J<OJ <j<2uJ 

O<J<OJ d<OJ 

(a ) - ....J2"'I....J2",I (2"'1 • I "" 
--I} -Uij UJI a2"'_12"'_j OJ<}, <~ 

_ (2",1 C ~lI.T -a2", _ 12", _ j lor OJe"y, 

where 

01;"1=( _ )1 ( _ )",(20.> - II( _ Y(2'" - J)det( g). 

The matrices in this mixed basis for det( g) = + 1 are given 
for OJ = 1,2,3,4,5,6,7 in the Appendix (only the part a + + for 
the last two; the remainder may be reconstructed using the 
above symmetries). 

IV. REDUCTION ALGORITHMS 

In Sec. 2 we showed how to take traces of products of r 
matrices. Notice that this, combined with Theorem 3, en­
ables us to put all such expressions A into a canonical form, 
namely 

2", 
A = ~ A (kl r(k ll'.···I'. 

~ I-l.' "J.l " 
k~O 

(suppressing free indices) where the coefficients A (k I are ob­
tained using Theorem 3: 

( _ )k(k-I Il2tr [Ar(k i ] 
A (k I = 1' .... 1'. 

1' •... 1'. k !tr[ I] . 

A special case is that the scalar (unit matrix) part of A isjust 
tr[A ]/tr[I]. 

Example: To demonstrate the utility of projection tech­
niques we shall find the spinorial generators ofSO(n), for N 
even [strictly speaking of the covering group spin (n)]. 

The rl' transform according to the vector (adjoint) re­
presentation ofSO(n), 

rl'-rl' = nl'vrv ' 

where the matrices nil I' preserve the metric gl'v: 

gJ1.v-gJ1.V = nJ1. pnV ugpu ; 

in terms of infinitesimal rotations with parameters 

nl'v = t>J1. v + OJJ1. v 

this means 

OJJ1.v = - OJVJ1.· 
As the group action preserves the anticommutation relations 
of the Clifford algebra 

IrJ1.,rv1-lrJ1.,rv I =gl'v 
it furnishes an (outer) automorphism; however we have al­
ready shown that there is an isomorphism .@(2"'I of the Clif­
ford algebra onto the complete algebra of 2'" X 2'" matrices, 
and hence by a well-known theorem5 all automorphisms are 
equivalent to inner automorphisms. This means there is an 
S (n ) in the Clifford algebra such that 

rl' = S -I(n )rl'S (n ), 

or for infinitesimal rotations 

1334 

rJ1. = [1-s(OJ)]rl' [I +s(OJ)], 

='XUJ1. vrv = [rJ1.,s(OJ)]. 
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To solve this equation we multiply both sides by t" and note 
that OJ is antisymmetric 

OJI'V t"rv = 2uJJ1.Vr (21/Lv = t"rJ1.s(OJ) - t"s(OJ)rp ' 

As the left-hand side is proportional to r (2
) we project out 

that part 

2OJl'vtr[r(21I'vr~1] = ntr[s(OJ)F~1] - tr[t"s(OJ)rJ1.r~1], 

2uJJ1.vt>~~tr[l] = ntr[s(OJ)r~1] - tr[s(OJ)rl'r~t"] 

= 4tr{s(OJ)F~1] 

since rJ1.r~1t" = (n - 4)F~1. Expanding s(OJ) as 
~n S(k I r (k Ip.···p. we have 
k~O P.···P. 

OJ af3 = 2s~1, 
or 

S(OJ) = !OJaf3 r (2 1af3, 

which is the desired result. 
Performing a general reduction involves taking 2uJ 

traces half of which are exponential in the length of A. We 
shall now show that this is unnecessary. First of all, we intro­
duced a graphical notation for Theorem 5 rather akin to 
going from Wick expansions to Feynman diagrams; we write 

fp 
III III 

r r r r r r c r(II lor J1. •... I'" 

III III 

I I I I I I I for t> ~::::~;, 

VI VI 

and 

Il 

I 
V 

The arrows are needed to specify the correct sign. Theorem 5 
now reads: 

fl = L o~ tr[I], 
I all diagrams I 

where the sign is determined as before. Theorem 3 becomes 

VI Vj III Ili ++ 1 = t>ijtr[l] H-- ' 
Vj VI 

and similarly we have 

t·t 
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where the symbol on the right-hand side stands for 
.., 

- J.1.1···J.lJ;VI ···Vj ;p.···Pk 

2: ( - rgJ.t,p.gJ.t>P. - I ... gJ.t.p. -, + , 

I permutations I 

xgV.J.t,gV>I',_, "·gV.I"_' +, 
Xg g ... g /s!t!ul, 

P.Vj p,Vj _ 1 p~Vj .+, 
where clearly 

s+I=I-t+l 

t+l=j-u+l 

u+l=k-s+l 

s=W-j+k) 

t=W-k+l) 
u =!(k-l +j) 

and the summation is over all permutations of the indices 
within each set {JLI, .. ·,JLI1,{ vp""Vj 1, {Pl'· .. .pk I with ( - r 
being + ( - ) for even (odd) permutations. 

8 is similar to the 3j symbols arising in the theory of 
angular momentum, as it tells us how to couple three r ten­
sors to produce a scalar. This relation may be rearranged to 
give the Clebsch-Gordan series for the Clifford algebra. 

Theorem 10: 
r(/) r iJ) 

ILI"'Il, "."'Vj 

= _ =' r1k)p ... ·P. If' 1 
k 1 -JLI'·'J1.1;V1'··Yj;PJc'··PI • 

k ~ I/-jl . 

It is obvious on inspection of the diagramatic representation 
of 8that it vanishes unless ij,k satisfy the triangle inequality 
written in the equation above, and also unless 1 + j + k is 
even. 

This theorem allows us to formulate a polynomial algo­
rithm for the reduction of y expressions rather than the ex­
ponential algorithm of Theorem S. The method is recursive­
ly defined: to reduce an expression we split it into two halves 
and recursively reduce each half into a sum over basis ele­
ments r(I)' which may be combined using Theorem 10. If 

APPENDIX: FIERZ MATRICES FOR 2(;) DIMENSIONS 

s 

s ~ 
- * 

t.... t.... X 

2aJ = 2 X X S 
§ - ~ t.... t.... * 

rIO)®r(O) 

[~l 
! ;'] r(l)®r(I) 0 

*yF(O) ® *yr(0) ! 

§ - a 
t.... t.... t.... 
X X X 

2aJ = 4 § - a 
t.... t.... t.... 

S ® S = 1 ® I = r (0) ® r (0) 1 1 _1 
4 4 8 

V® V=yJ.t ®yP=rlI)®r lI ) -! 0 
T® T= r(2)®r(2) -3 0 _1 

2 

A ®A = *1'YJ.t ® *yyP = *yr(I) ® *yr{l) -1 -1 0 2 

P®P= *y®*y= *yr(O)®*yr(O) ~ -1 _1 
4 8 
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this algorithm takes Nip) steps to reduce an eJipression of 
length p then clearly for large p: 

Nip) = 2NIp/2) + 1p/2)2, 

where the final term is the number of steps required to com­
bine the two sets of p/2 basis elements together. The leading 
term in the solution of this equation for N Ip} is p2 /2, which is 
clearly a great improvement over Ip - I)!! even for quite 
moderate values of p. 

Another advantage of this algorithm is that iff actors 
such as Ii + m occur in the expression to be reduced there is 
no need to distribute the multiplication over the addition; 
one merely finds the coefficient of the basis elements become 
a sum of terms. 

The result of this algorithm is given in terms of antisym­
metrized products of g's, namely 8's; however it is almost 
always the case that the factors constructed out of external 
momenta and contracted indices have symmetries which 
may be used to simplify the result without expanding all the 
8 'So If all the factors in the original expression are distinct, 
then one will still obtain an exponential number of terms on 
expanding these symmetries, but clearly this 
is unavoidable. 

A reduction of the coefficients using the properties of 
the symmetric group ~ may presumably be used to exploit 
all the symmetries systematically. 
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We consider phase space as the carrier space of canonical transformations and see that this 
implies, for nonbijective ones, a much subtler structure than the one commonly assumed. 
Discussing only problems of one degree offreedom, i.e., a phase plane, we are able to clarify this 
structure by analogy with the better-known situation of conformal mapping in the complex plane. 
Apart from the usual Riemann sheet concept, an alternate method is developed that involves the 
irreducible representations of the ambiguity group, i.e., the group of transformations that 
connects all points that are mapped on a single point by the conformal or canonical 
transformation. The algebra of variables then becomes a matrix algebra for which bijectiveness is 
retrieved. 

PACS numbers: 02.1O.Sp, 03.20. + i 

1. INTRODUCTION 

One of the fascinating aspects of mathematics and 
mathematical physics is the introduction of new concepts 
which initially have a simple formulation, but later become 
more and more subtle as their deeper meaning is understood 
better. Thus, for example, the concept of the complex plane 
envisaged at the beginning of the 19th century in a simple 
fashion, I acquires, through the work of Riemann2 and later 
of Klein and Weyl,-' a great subtlety. One can say that at the 
present time we have a complex manifold rather than plane, 
whose structure should allow us to carry out arbitrary con­
formal transformations in a bijective (i.e., one· to-one onto) 
fashion. 

The above manifolds have been extensively discussed 
leading to what are now known as Riemann surfaces.3 Yet a 
similar problem in phase space--or more correctly, in the 
phase plane for problems of one degree of freedom-has not 
received comparable attention. We can, after all, discuss in a 
somewhat parallel fashion4-7 the properties of the complex 
and phase planes as carriers, respectively, of conformal and 
canonical transformations. Thus the phase plane-and, for 
more degrees offreedom, the phase space-becomes a mani­
fold with properties that resemble those of a Riemann sur­
face,4-7 and thus merits a more detailed analysis. 

In previous references some of the analysis was carried 
out with the purpose of understanding better the representa­
tion of nonbijective canonical transformations in quantum 
mechanics. In the present paper we will be interested purely 
in the classical problem so as to focus more sharply on the 
properties of phase space. We shall in particular discuss a 
duality in our characterization of observables in the phase 
plane: Under nonbijective canonical transformations we can 
either introduce many-sheeted structures and define the val­
ues of the observables in each sheet or we can keep the idea of 
a single plane but give matrix form to the observables in such 
a way that they continue to form an algebra. We shall illus­
trate first these two points of view in relation with conformal 
transformations, where at least one of them is very familiar. 

"'Member of the Instituto Nacional de Investigaciones Nucleares and El 
Colegio Nacional. 

2. THE STRUCTURE OF THE COMPLEX PLANE 

In this section we intend to discuss two very simple 
conformal transformations, 

z = z", K integer, 

z = expz, 

(2.1) 

(2.2) 

first in the standard Riemann surface picture and then in a 
matrix form acting on a basis characterized by the irreduci­
ble representations (irreps) of the groups that connect all 
pointsz mapped on a single Z. For the conformal transforma­
tion (2.1) this group is the cyclic one (tt K defined by the 
operations 

«(j K :z_zexp(i21Tr/K), r = 0, 1, .. ·,K - 1, 

while for (2.2) it is the translation group 

:.T:z-z + i21Tm, m = 0, ± 1, ± 2,. ... 

(2.3) 

(2.4) 

A. The Riemann surface picture associated with the 
conformal transformations 

The conformal transformations (2.1), (2.2) imply no 
problem if we start with an entire function F (Z) and want to 
express it as an entire function of z. We have then 

I(z) = F(z"), I(z) = F(eZ
), (2.5) 

respectively. On the other hand if we start with an entire 
function 

I(zl = I avz", (2.6) 
v=o 

we do need to be careful in determining the corresponding 
function F (Z). To begin with we notice that for the conformal 
transformation (2.1) the sector of angle 21T / K in the z plane 
maps on the full z plane as indicated in Fig. 1. To have a 
bijective mapping we must then introduce a K-sheeted Rie­
mann surface for the z plane, joined in the standard fashion 
along the heavy line on the positive real axis in this plane. 
Thus whenz is in the first sector it corresponds toi, but in the 
second sector it corresponds to zexp(i21T), in the third to 
zexp(i41T), etc. Clearly then 

z = z'hexp(i21Tr/KI, r = O,I,. .. ,K - I, (2.7) 

when z is in the (r + l)th sector. 

1338 J. Math. Phys. 22 (7). July 1981 0022-2488/81/071338-07$1.00 © 1981 American Institute of Physics 1338 



                                                                                                                                    

l plone 

(a) 

~ plone 

(b) 

FIG. 1. A sector 21T/Kin thez plane mapped on the full zplane when z = 2". 
The cut connecting the different sheets is marked by the heavy line in the z 
plane. 

Turning our attention now to the conformal transfor-
mation (2.2), i.e., z = expz, we note that the strip between 
- rr< Irnz < rr maps on the full z plane. As for Irnz = ± rr, 

the z is real and negative and the cut goes along the real z axis 
from ° to - 00 as indicated in Figs. 2(a) and 2(b). The z 
manifold then has an infinite number of sheets joined along 
the heavy line of Fig. 2(b). 

If we are in the central strip for z we can write z = lnf 
but in the other strips, associated with the displacements 
2mrr, m = ± 1, ± 2, ... , along the imaginary axis, we have 
then 

z = In[zexp(i2rrm)] = lnf + i2rrm. (2.8) 

B. Matrix representation in the z plane associated with 
conformal transformations 

We now proceed to show different ways in which rela­
tions such as (2.7) and (2.8) can establish correspondences 
between functions of z and matrices offunctions off. For this 
purpose we note that entire functions of z (the only ones of 
interest to us here) can be interpreted in two ways: as basis 
functions, in which case they will be denoted by Greek letters 
such as cp(z), ¢(z), and as operators acting by multiplication 
on the basis functions when they will be denoted by Latin 
letters such asj(z), g(z). Thus whenj(z) acts on cp(z) by multi­
plication we get a new basis function ¢(z), i.e., 

¢(z) = j(z)cp (z). (2.9) 

The basis functions cp(z) = ~va,.zv, can be decomposed 
into their irreducible parts with respect to the group of trans­
formations connecting all points z mapped by the conformal 
transformation on a single z. We implement this decomposi-

l plane 
(a) 

I plane 

(b) 

FIG. 2. A strip - 1T<Z<1T in the z plane mapped on the fuIl zplane when 
z = expz. The cut connecting the different sheets is marked by the heavy line 
in the z plane. 
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tion first for z = t', K integer, where the group is the cyclic 
one C{;' K of(2.3). The entire function cp (z) can then be decom­
posed into its irreducible parts cp" (z),A = 0,1,2,···, K - 1 
with respect to C{;'K as4

;8 

(2. lOa) 

K-I 
q:l (z) = K- 1 I exp(i2rrArIK)cp [zexp( - i2rrrIK)], (2. lOb) 

r= 0 

where exp(i2rrArIK), r = 0,1, .. " K - 1 are the irreducible re­
presentations characterized by A = 0,1,,,,, K - 1 of the oper­
ations in the abelian cyclic group C{;' K' 

Clearly then if we write v = nK + A; v = 0,1,2, .. ·; 
A = 0,1 ... ·, K - 1; n = 0,1,2, .. ·, the cp" (z) become 

cp" (z) = z"q>" (t'), (2.IIa) 

q>" (zK) = ! a nK +" (t')n, (2.IIb) 
n=O 

and thus from (2.7) the basis function cp (z) corresponds to a 
vector function in the z plane 

K-I 
cp (z) = I z"q>" (t') 

,,~O 

= VtP, (2.12) 
I? 1Kexp(2rriA IK)tP" (Z) 

" 
I,?IK exp[2rriA (K - I)lK]q>"(Z) 
,( 

in which the components of the vector represent the corre­
sponding function in the different sheets of the Riemann 
surface associated with the z manifold. We can also write the 
vector on the right-hand side (rhs) of (2.12) as a product of a 
(KXK) matrix 

V = Ilexp(i2rrAA '1K)? '/"11, A,A I = O,I, .. ·,K - 1, (2.13) 

(where A, A I are respectively the row and column indices) 
with the vector tP of components q> ,( (Z), A = 0, 1· .. , K - 1, 
i.e., 

(2.14) 

We shall now proceed to derive the matrix associated 
with an operatorj(z) of the form (2.6) both when we use the 
basis on the rhs of (2.12) as well as when we take (2.14). We 
note that it would be enough to obtain the matrix representa­
tion of z, as then we can get that of any power or linear 
combination of powers. For the basis on the rhs of (2.12) it is 
clear from (2.7) that z corresponds to the diagonal matrix 

[ 

Zl/K ] 
zI/Kexp(i2rrIK) 

z-<-+ =D. 

z1/~~~p[i2rr(K - l)/K] 

(2.15) 
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On the other hand, for the basis 4>of(2.14) we obviously have 

(2.16) 

where the reciprocal of the matrix V is given by 

V -I = K-Illz- AlKexp( - i21Ttiti 'IK)II; ti,ti I = 0, I .. ·,K - I, 

(2.17) 

as can be easily checked. Carrying out the operations in 
(2.16) we get then finally that 

[

00 

1 0 
z++ 

o 0 

o z] o 0 

1 0 

(2.18) 

This result can also be obtained if we consider 
1\"-1 

¢'(z) = zcp (z) = ZIiK I ? IK<p A (Z) 
,1=0 

K-2 
= I z1A + II/K<p A (Z) + z<P K - I(Z) 

,1~O 

K-l K-I 

=z<pK-1(Z)+ I?IK<P,1-1(Z)= I?IKtJlA(Z), 
,1=1 ,1=0 

(2.19) 

where {tJlA (Z),ti = 0,1,,,,, K - I} is the vector in the z plane 
associated with ¢'(z). 

Clearly the basis (2.14) is more convenient than (2.12) as 
entire functions of z will be mapped on entire KXK matrix 
functions of Z. Note in particular that from (2.19), r++zI 
(where I is the unit KXK matrix) as we should expect. 

We now turn our attention to the conformal transfor­
mation z = exp(z). In analogy to (2.12) and using (2.8) we can 
establish the correlation of basis functions in the z and z 
manifolds as 

cp (1m + 41Ti) 

cp (1m + 21Ti) 
cp(z)+-? cp (1nZ) 

cp (1m - 2m') 

cp (1m - 41Ti) 

(2.20) 

where in the latter we have an infinite-dimensional vector 
whose components are numbered by the integers m = 0, 
± 1, ± 2, ''', associated with the different sheets. Clearly 

then in the basis (2.20) we have the correspondence of 
operators 

z++ 

1m + 41Ti 

1m + 2m' 

1m 

1m - 21Ti 

1m - 4m' 

(2.21) 

where the rhs is a diagonal matrix with the indicated values. 
It is now interesting to get the correspondence ofz in the 

z plane when we choose as the basis the set of irreducible 
components of cp(z) for the translation group ,'T whose ele­
ments T", imply the operation 
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T m cp (z) = cp (z + 2im1T). (2.22a) 

We note first that the irreducible representations ofthe 
translation group Yare one-dimensional and of the form 9 

(2.22b) 

withti characterizing these irreps. Thus the irreducible com­
ponents cp A (z) of the cp(z) are given byH 

cp A (z) = f exp(i21Ttin)cp (z - i2n1T), (2.23) 

which clearly have the property 

TmcpA(z) = exp(i21Ttim)cp,1(z). 

Furthermore, we could define 

<p A -exp( _ AZ)cp A (z), 

(2.24) 

(2.25) 

which implies from (2.24) that Tm <p A = <p A, i.e., it is invar­
iant under translations by 21Tim and thus can be thought of 
as a function of eZ

, i.e., 

cp A (z) = eAz<p A (eZ). (2.26) 

We can now express cp(z) asH 

cp(z) = LcpA (z)dA = Le,1z<p,1(eZ)dA = L?<p A (Z)dA, (2.27) 

and more generally in the different strips of the z plane 

cp (z + i2m1T) = L?eXP(i21TAm)<p A (Z)dA. (2.28) 

The set of functions 

(2.29) 

can be considered as a vector of functions of the z variable, 
with a continuous index A in the interval 0<:;;,1 < 1 rather than 
the discrete and finite one appearing in (2.14) for the trans­
formation z = r. 

We now look for the product 

zcp (z) = f ze,1z<p A (eZ)dA 

= 11 [~,1z] <p A (eZ)dA 
o aA 

= r'? [ - ~<P,1(Z)]dA' (2.30) Jo ati 

where in the integration by parts we made use of the fact that 
from (2.23) 

limcp ), (z) = cp o(z). (2.31 ) 
), ·1 

If we denote by {tJI A (Z),O<:;;A < I} the vector in the z 
plane associated with the function ¢'(z)_zcp (z) in the z plane, 
we conclude from (2.30) that 

tJlA(Z) = - ~<P,1(Z) = II[ -~(A - ti ')<PA '(Z)]dA " 
ati () ati 

(2.32) 

and we get the correspondence 

z++11 - ~(A - ,1')11, (2.33) 
aA 

where the rhs is a matrix in the continuous indices 
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O';;;A,A.' < 1. 
The representation (2.33) of the variable z, on the basis 

associated with the irreps of Y, seems at first sight strange; 
yet it has all the required properties. For example, for any 
power Z:C, K integer, an analysis similar to that carried for z 
gives 

z"-II( - lr~(A - A ')II, 
aA K 

and thus we have also 

expz-Ilexp( - alaA )8(A - A ')II· 

(2.34) 

(2.35) 

If we apply the rhs of the latter to (/> A (Z) we get a new func­
tion X (z) given by 

t,b(z) = .cz" [exp( - alaA )(/>A (Z)]dA 

= ( z"(/> A - 1(Z)dA = i zA '(/> A '(Z)dA ' I fO 
Jo -I 

= e' I ip A '(Z)dA ' = eZ (ip A (z)dA = eZip (z), 
J-! Jo 

(2.36) 

where we made use of the fact that from (2.23) 
ip A + I(Z) = ip A (z). Thus we see that we have the relation 

Ilexp( - alaA )80 -A ')11 = ZlI8(A -A ')11, (2.37) 

as we should expect from the fact that for the other represen­
tation (2.21) of z the exponentiation of the rhs gives i multi­
plied by the unit matrix. 

For the sake of completeness we give also the represen­
tation of the differential operator d I dz when we go to the i 
plane through the conformal transformations i = z:c ,i 
= expz. In the first case we have to consider 

d d t,b(z)=--;-(p (z) = --~z" IK(/> A (Z) = Kj'<K - I)/K 

dz di,f,<7 
X [ d_(/> O(Z) + Kf!j'<AlKI- I(~ + i d_)(/> A (Z)] 

dz A=l K dz 

= [
K
f 2z"IK(A + 1 + Kid_)(/> A (Z)] 

A =0 dz 

+ZK- !I/KKd_(/>O(Z) = KflzAIK'/IA(Z), 
dz A =0 

and thus the vectors 

{(/>..i(Z),A. = O,l,"',K - 1}, {'/I..i(Z),A. = O,l, .. ·,K - I}, 

are correlated by the matrix operator 

0 I _d +KZ-
di 

0 0 

0 0 2 _d 0 +KZ-
di 

d 
~ 

dz 

(2.38) 

I _d 0 0 0 K- +KZ-
di 

d 
K-
di 

0 0 0 

(2.39) 

1341 J. Math. Phys., Vol. 22, No.7, July 1981 

For the conformal transformation i = expz, we have 

d dial t,b(Z)=--;-(p (z) = Z--:. zA(/> A (Z)dA 
dz dz ° 

= .cz" [(A + Z:i)(/> A (Z) ]dA = fzA'/I
A 

(Z)dA, (2.40) 

so that the vectors {<p..i (Z),O';;;A < t}, {'/IA (Z),O';;;A < I}, are 
related by the matrix operator 

~II(Z d_ + A )8(A - A ')II. (2.41) 
dz dz 

As the commutator of d I dz and Z is 1, we must have the 
unit matrix for the corresponding operators in the i plane. 
This is easily checked using (2.19), (2.39) when i = Z:C, and 
(2.33), (2.41) when Z = expz. 

We now proceed to apply a similar analysis in the dis­
cussion of the structure of phase space. 

3. THE STRUCTURE OF PHASE SPACE 

If we have a phase plane whose coordinate and mo­
menta we designate by (q,p), we can consider in it a canonical 
transformation to (q,ji) which are functions of q, p such that 

{- -} = aq aji _ aq aji _ I (3.1) 
q,p q,p- aq ap Jp aq - . 

As in the case of the complex plane, any observables, 
i.e., functions of q, p, can be interpreted in two ways: as basis 
functions, in which case they will be denoted by Greek letters 
such as ip (q,p), t,b (q,p), or as operators acting by multiplica­
tion on the basis function when they will be denoted by Latin 
letters such as/(q,p). Thus when/(q,p) acts on ip (q,p) by 
multiplication we get a new basis function t,b (q,p), i.e., 

t,b(q,p) = /(q,p)ip (q,p). (3.2) 

Ifwe now have a canonical transformation taking us 
from (q,p) to (q,ji) we can ask how does a function/(q,p) 
transform to the new phase space. If the transformation is 
bijective as, for example, the linear one 

q= aq + bp, ji= eq + dp, ad - be = I, (3.3) 

then there is no problem because inverting the transforma­
tion we see that 

/(q,p) =/(dq - bp, - cq + aji)=F(q,ji). (3.4) 

If, on the other hand, the canonical transformation is 
nonbijective then we face problems similar to those dis­
cussed in the previous section.4

-
7 If-as will be the case in the 

examples to be discussed below-we have several points (q,p) 
that map on a single (q,ji), we can investigate the group of 
canonical transformations relating the (q,p) points. In pre­
vious references4

-
7 this group has been given the name of 

ambiguity group and it corresponds to the '(f K' Y discussed 
in the previous section for conformal transformations. We 
can then decompose the basis functions ip (q,p) into their 
irreducible parts according to the ambiguity group and these 
will bring in indices of the A type of the previous section, 
associated with the irreps, which for the phase space prob­
lem have been given the name of ambiguity spin. Using then 
the ipA [q(q,ji),p(q,ji)] , with the A 's taking an appropriate 
range of values, we can associate with/(q,p) a matrix F (q,ji) 
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in a similar way as was done for the conformal 
transformation. 

We proceed to implement this program for two simple 
nonbijective canonical transformations which have many 
points in common with the conformal transformations 
z = zK, Z = expz. 

A. Canonical transformations and their ambiguity 
groups 

We shall consider here only two nonbijective canonical 
transformations. One of them will take us from an harmonic 
oscillator of unit frequency in the variables (ij,PI to one in the 
variables (q,p) in which the frequency is (I/K) with K integer. 
The other will relate (ij,PI with the action and angle variables 
(q,p) of an harmonic oscillator. 

Taking units in which the mass, frequency of the oscil­
lator, and a constant of dimension of action are 1, we can 
write for the first case the Hamiltonians in the variables (ij,PI 
and (q,p) as 

!w + f), !(P2 + K-2q2). (3.5a,b) 

In (3.5b) we can carry out the point transformation q~Kq, 
P~K-Ip, and thus the first canonical transformation is de­
fined by the implicit equations4 

!(P2 + iP) = (I/2K) (p2 + q2), 

arctan(plq) = K arctan(plq). 

(3.6a) 

(3.6b) 

Introducing the observables 1], 5 by the definition 

1] = (111/2) (q - ip), 5 = (I/tl2) (q + ip), (3.7a,b) 

and similar expression for ij, t, we see that (3.6) imply the 
relations 

(3.8) 

as 

(3.9) 

From (3.8) the explicit form of the first canonical transfor­

mation is 

ij = K-I 12(q2 + p2)11 - KI/2~(~)qK - 2S( _ 1 )'p2S; 

P = K- I 12(q2 + p2)11 - KI/2I(K )qK - 2s - I( _ 1 )sp2s + I. 
S 2s + 1 

(3.lOa,b) 

Turning our attention now to the second canonical 
transformation, it implies that5 

ij= (2Iql)1/2COS(qpllql), p= (2Iql)1/2sin(qpllql), (3.11a,b) 

as from this it follows that 

Iql = ~w + f) = ijt, 
(qpllql) = arctan(plq) = z1n(ijl[) I 12, 

(3.12a) 

(3.12b) 

and thus, in the present units, Iql, qpllql are the action and 
angle variables of the harmonic oscillator of coordinate ij 
and momenta p. Note that the rhs of (3.12a) is positive defi­
nite and thus we have equated it to Iql rather than to q. As 
(qpllql) is the canonically conjugate5 variable to Iql, we have 
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taken it as equal to the rhs of(3.12b). 
Using the observables ij, [we can also express (3.11) as 

ij = (lql) 1/2exp( - iqpllql), 

[= (lql)1/2exp(iqp/lql). (3. 13a,b) 

We now turn our attention to the ambiguity groups as-
sociated with the two canonical transformations discussed in 
this section. For the first one we see from (3.8) that if we carry 
the transformation 

1]~1]exp(i21rrIK), 5~5exp( - i21rrIK), 

r=O,I,.·.,K-l, (3.14) 

this does not affect the values of ij, t. Thus the ambiguity 
group is again C(J K as w'as the case for the conformal transfor­
mation z = r. The irreps will again be characterized by the 
index A = O,I,. .. ,K - 1. 

For the second canonical transformation we see from 
(3.13) that the points q, p connected by 

q~ - q, p~ - p, q~, p~p + 2m1r, 

m = 0, ± 1, ± 2,.··, (3.15) 

map on the same ij, l and thus also on the same ij, p. The 
ambiguity group is then the semidirect productS :Y 1\ of of 
the translation T m in the momentum variable by 21rm, 
m = 0, ± 1, ± 2,.··, and of the inversion lin phase space for 
which (q,p)~( - q, - pl. As is well-knowns the irreps of this 
group are two-dimensional, i.e., 

[
eXP(i21rAm) 0] [0 

Tm~ , I~ ° exp( - i21rAm) 1 ~], (3.16) 

and characterized by the real index A in the interval 0.;;;..1. < 1. 
In view of the two-dimensional form of the irreps we need 
besides A another index, which we denote by u = ± 1, 
whose two values indicate the row of the representation. 
Thus the irreducible basis of.'T 1\ of will be a vector charac­
terized by the continuous index 0.;;;..1. < 1 and discrete one 
u' = ± 1. 

The mapping of the phase spaces associated with the 
canonical transformations (3.10) and (3.11) is given respec­
tively in Figs. 3 and 4. In Fig. 3(a) we see that the sector (2rr/K.) 
in the (q, p) plane is mapped on the full (q, p) plane of Fig. 3(b) 
and thus the latter must have K sheets joined in the cut at the 
heavy line on the real axis. In Fig. 4(a) we see that the strip 
marked in the (q,p) plane maps on the full (ij,if) plane of Fig. 
4(b). The strips on the right and left hand side of q = ° map 

(0 ) (b) 

FIG. 3. A sector 21T!K in the (q,p) phase plane is mapped on the full (ii,PI 
plane by the canonical transformation (3.10). The cut connecting the differ­
ent sheets is the (ii,PI plane is marked by the heavy line. 
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p 

'111-----
-------1-------.q 

-'IIJ----

(a) (b) 

FIG. 4. A strip in the (q,p) phase plane is mapped on the full (ij,p] plane by the 
canonical transformation (3.11). The cut connecting the different sheets in 
the (ij,p] plane is marked by the heavy line and dot. 

two sets of infinitely sheeted manifolds joined along the cut 
marked by the heavy line along the real axis. The line q = 0 
is, from (3.12a), mapped on the point q = O,p = 0, and thus 
the two manifolds are joined at this point as indicated by the 
dot there. 

We consider now the matrix representation of the ob­
servablesf(q,p) in the (q,ji) plane. We shall bypass the Rie­
mann surface picture, as its realization in the phase plane 
follows straightforwardly from the discussion in the pre­
vious section, and work directly on the irreducible basis 
equivalent to (2.14) and (2.29) for the conformal transforma­
tion problem. 

B. Matrix representations in the (q,p) plane of the 
observables f (q,p) 

We start by discussing the representations for the ca­
nonical transformation (3.8). We consider as basis only en­
tire functions of q, p which, from (3.7), imply that they are 
also entire functions of 1/, S, i.e., 

tp(1/,S)= f a vv'1/vs v' 
v,v' =0 

_ K - I (1/ )1.'1 - A ')/2 

- A,J,=O t 
x[ (1/S )1.'1+.'1')/2 t a nK+A,n'K+A'(1/K)n (sK)n'] 

=:~J(;r12r~;(~i). (3.17) 

The rhs of (3.17) follows if we replace A - A ' by A. when 
A -A '>0 and by A. - Kif A -A' <0. It is clear then than 
the remaining function cP A is invariant under the group C(f K 

and thus it can be written unambiguously as a function of ij, 

t-
The observable 1/S is invariant under C(f K and thus we 

expect from (3.9) that 1/S corresponds to Kij[ multiplied by 
the K X K unit matrix. We postulate a similar relation for any 
function of 1/S and thus, for example, we have 

100 

010 
(1/S)1/2_(Kij[)1I2 0 0 

o 0 0 

o 
o 
o (3.18) 

On the other hand, for (1/IS )112 we can consider the function 
(1/IS )1/2 tp(1/,S) and from (2.19) and (3.17) immediately con-
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clude that 

0 0 0 (ijl[)1/2 

0 0 0 

(1/IS)1/2- 0 0 0 (3.19) 

0 0 0 

Thus by multiplication of(3.18) by (3.19) or its inverse we 
have the correspondences 

[(",,~I'" 
0 0 

Tl 0 0 
1/-

, 0 0 (Kij[)1/2 

[ 0 

(Kij[)1/2 

(",,~I'''l s- O 
(3.20a,b) 

KI?2[ 0 
We note that the rhs of(3.20a,b) are Hermitian conjugates to 
each other as we would like to have in view of the fact in the 
(q,p) phase space S = 1/*. Furthermore, we obtain from 
(3.18), (3.20) the correspondences 

K- I12 (1/S )11 - K)121/K_ijI, K- 1/2 ( 1/S )11 - K)12SK_[1, (3.21) 

(where I is the KXK unit matrix) which reflect the defining 
relations (3.8). 

We now pass to the canonical transformation (3.11) and 
its inverse (3.12). We can again taketp (q,p) and decompose it 
in its irreducible parts according to the Y 1\ f ambiguity 
group. It is simpler though to start with basis functions 
tp[lql,(qpllql)l which are invariant under the inversion oper­
ation (q,p)-+( - q, - p). In this case we have only to consider 
the subgroup Y of Y 1\ f and the analysis is similar to the 
one carried in the previous section for z = expz. As in (2.23) 
we have the irreducible components 

tpA [Iql,(qpllql)] 

f exp(i21TA.m)tp [lql,q(P - 2m1T)/lql] 
m= - 00 

= exp[iA. (qpllql)] cP A (iji), (3.22) 

where cP A in the right-hand side is invariant under the ambi­
guity group and thus can be expressed as a function of ij, t­

In turn we have from (2.27) and (3.12) that 

tp[ Iql,(qpllql)] = feXP[iA. (qpllql)]cPA(iji)dA. 

= f [([ lij) 112 fcP A (iji)dA., (3.23) 

and thus an analysis similar to (2.30)-(2.33) indicates that we 
have the correspondence 

~II - ~ ~(A. - A. '){j II. 
Iql i aA. aCT' 

(3.24a) 

On the other hand from the fact that Iql is invariant under 
the ambiguity group the relation (3.12) translates into 

(3.24b) 

In both equations (3.24) {jaCT" u,u' = ± 1 appears be-
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cause (qpllql), Iql are invariant under the inversion. Had we 
considered, for example, q,p then the analysis in reference 5, 
dealing with the inversion operation I only, indicates that all 
we have to do is to replace 0(70' by 0'0(70' or, equivalently, by 
E(7o' whereE+_ =E_+ = I,E++ =E __ =0. 

A similar analysis to the one given in the previous sec­
tions then indicates that we have also the correspondences 

Iqll/2exp( - iqpllql)++i7Ilo(;l -;l ')8(7(7' II, 

IqI1/2exp(iqpllql)++tI18(;l -;l ')8(7(7' II, 
which we expect from (3.13). 

(3.25a) 

(3.25b) 

Thus we have found the matrix representations in the 
(ij,ji) phase plane of relevant functions in the (q,p) plane, when 
these phase spaces are connected by the canonical transfor­
mations (3.8) or (3.13). Note though that these matrices do 
not satisfy in general the Poisson bracket relations with re­
spect to q,p. This would be true for example in the Riemann 
sheet picture but as the transformation from this picture to 
the one of irreducible basis is a function of q, p, as illustrated 
in the conformal case by (2.13), it no longer holds in the latter 
basis. The only exception is for Poisson brackets involving 
functions invariant under the ambiguity group, such as 
(3.25), which are then obviously independent of the basis. 

4. CONCLUSION 

While the examples discussed in the previous section 
are very simple, it is clear that they provide a general ap­
proach to the study of the structure of phase space. What is 
required for a given canonical transformation is to find first 
its ambiguity group. We have then to decompose the func­
tions cp (q,p) into their irreducible parts with respect to this 
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group and acting on the corresponding vector in the (ij,ji) 
phase space, to get the matrix form of observables in the 
latter. Sometimes, as for example, when we g04 from an os­
cillator offrequency 1 to that rational frequency (k IK), where 
k,K are relative prime integers, we require matrix observables 
in both phase spaces. 

What are the possible applications of the analysis devel­
oped in this paper? As already quoted in some of our pre­
vious references,4-7 this type of analysis is fundamental when 
we want to find the representation in quantum mechanics of 
nonbijective canonical transformations. Another, and pure­
ly classical, application could appear if we consider nonbi­
jective canonical transformations for the Boltzmann equa­
tion. But the main application may be the understanding 
that phase space, as a carrier of canonical transformations, is 
a more subtle concept than generally envisaged. 
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When phase-space is a sphere, then conventional quantization is not available and the Heisenberg 
algebra is most naturally replaced by so(3). Quantization may be carried out in terms of invariant 
star-products. This leads to the study of an interesting family of polynomials that are defined in a 
natural and intrinsic way on the enveloping algebra of sl(2). These polynomials are related to 
Legendre polynomials by a reordering rule that resembles the relation between Hermite 
polynomials and normal ordered monomials; they are identified as Pasternack polynomials and 
related to Jacobi polynomials. New orthogonality properties are found and interpreted in terms of 
unitary representations of SL(2,R) and SO(3). 

P ACS numbers: 02.20.Qs, 02.1O.Nj 

I. INTRODUCTION 
1. Conventional, canonical quantization is a procedure 

that is based on the Heisenberg algebra and relies on the 
existence of a global system of natural, canonical coordi­
nates; that is, with the possibility of identifying phase-space 
with R 2". The 2-sphere is at once the simplest and one of the 
most interesting spaces on which alternative schemes of 
quantization are called for. 

2. On S 2 the obvious choice for the algebra of distin­
guished observables to replace the Heisenberg algebra is 
so(3). We identify S2 with an orbit Wofthe coadjoint action 
of d = so(3) in the real, vector space dual d* of d. If 
! LA JA = 1,2,3 is a basis for d, and !AA J the dual basis for 
d*, then we denote again by ! LA J the coordinates defined 
on d* by the basis! AA J. In this way the Lie algebra d is 
identified with the vector space d** of linear functions on 
d*. The latter inherits the Lie structure, and this structure 
defines a Poisson bracket on the space of C 00 functions on 
J:ff* in the usual way. 

3. If gA-81 denote the components of the inverse of the 
Killing form, then associated with the Casimir element of 
the enveloping algebra there is as invariant function Q: 
sl"*-+R defined by 

Q=gA-8ILAL8. (1.1) 

To each non-negative value of Q there corresponds a unique 
orbit of ad~/ in sf*, and vice versa. The orbit is S 2 for Q> 0 
and a single point when Q = O. The Poisson algebra on 
C oc (d*) defines a Poisson algebra on C OO(W) for each 
orbit W, and each W is a symplectic space. 

4. The essential step in a quantization scheme on S 2 

based on <if = so(3) is the introduction of an invariant *­
product l (an analogue of the product introduced by Moyal2 

for the conventional case). An d -invariant *-product on W 
is an associative product defined on C OC(W), denotedf*g, 
with the properties3 

aoJr,[ - f*a = iii! aJ L 
koJr,[ = kf, (1.2) 

"'Permanent address: Physics Dept, UCLA, Los Angeles, California 
9()()24, 

for all aE<if, kEC,fEC oct W). Here! .,.j is the Poisson bracket 
on Wand Ii is Planck's constant. It was shown4 that every 
invariant *-product associated with any orbit We ,if* can 
be constructed by restriction to W of an invariant *-product 
on d*. Conversely, an invariant *-product on ,if* can be 
restricted to Wif and only if the function Q:,if*-+C defined 
by 

Q = gA8 1L A*L 8 

satisfies 

Q*flw = Qwflw. 

(1.3) 

( 1.4) 

Here Qw is the restriction of Q to Wand thus a (complex) 
constant by virtue of (1.2). It is sufficient to consider invar­
iant *-products on d* that can be restricted to every orbit. 

5. Fora = aAL AE,cY we define the solid Legendre poly­
nomiaIP,,(a) as follows. Let t 2 ~BaAa8' where~8 are the 
components of the Killing form; then P" (a) = (t 2Q) ,,12 times 
the ordinary Legendre polynomial with argument cosO 
= a(t 2Q )-112. Hence P" (a) is homogeneous of degree n in 
! a A J and also in ! L A j. Let P" (a*) denote the same polyno­
mial, after symmetrization in ! L A J and replacement of each 
monomial L AL B ... by the corresponding *-monomial 
L A*L 8* .... It was shown5 that every invariant *-product 
on .af* that satisfies (1.4) is defined in terms of a sequence of 
constants C"EC, with Co = C1 = 1, by 

( 1.5) 

together with a function Q: .if*-+C that is constant on each 
orbit but otherwise arbitrary. 

6. The polynomial P,,(a*) in six variables can be ex­
pressed as a *-polynomial in a, with coefficients that depend 
only on t 2, Q and Ii. It turned out, however, to be extraordi­
narily difficult to evaluate P" (a*) in that form. It is the main 
purpose of this paper to give information about these poly­
mials. It is evident that P" (a*) is defined (by homogeneity) 
for all Ii in terms of its values for Ii = - i. If Ii = - i, then 
a*b - b*a = ! a,b J = [a,b] and P" (a*) can be interpreted 
as an element .9 ,,(a) of the enveloping algebra (;2' ofsl(2) by 
replacing the *-product by the product in W. The problem 
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is thus converted into an intrinsic structure problem on c;2f, 
and the .9 n {a} can be defined within that structure. In Sec. II 
we give an intrinsic definition of .9 n (a) and show that these 
polynomials are related to the Pasternack polynomials. In 
Secs. III and IV We give a number of properties of the :9" (a), 
including orthogonality and completeness relations, some of 
which seem to be new. All these orthogonality relations find 
a natural interpretation in terms of unitary representations 
of SL(2,R} and SO(3} (Sec. V). 

II. HARMONIC POLYNOMIALS ON sl(2) 

1. Notations: Letters a, b, ... denote elements ofsl(2); if 
! LA l A = 1,2,3 is a basis then components a A of a are de­
fined by a = a A L A (summation implied). The field is C. The 
adjoint action ad(a) is extended to a derivation of the envel­
oping algebra CW of sl(2) by ad(a}f = a/ - fa; aEsl(2),fECW . 
The Killing form is given by 

g(a,b) = 4tr[ad(a)ad(b)1 = gABaAbB. (2.1) 

The Laplacian 

_I (a a) 
Va = g 7);;' a;; _I a a 

=gAB ---­
BaA Ba B 

(2.2) 

acts on functions on sl(2) with values in CW . The Casimir 
element 

Q=!Vaa2=gA-BILALBECW (2.3) 

generates the center of CW , and we need two operators asso­
ciated with it, namely 

Qad = !Va [ad(a)]2 = gAI/ ad(L A) ad(L B), (2.4) 

Q/ = !Va [l (a)]2 = gA-Btl (L A)/ (L B). (2.5) 

The former operates on CW ; I (a) denotes the vect~ field 
defined by left translations on the local Lie group, Q, acts on 
functions from sl(2) into CW . 

2. Let CW n C CW denote the subspace that consists of 
symmetrized, homogeneous polynomials of degree n, so that 
CW, as a vector space, is the direct sum of CW n' n = 0,1, ... , . 
The dimension of CW n is (n + I )(n + 2)/2. Now CW n is stable 
under the adjoint action, and completely reducible: CW n 

= r~ EBr~_2 EB···. We have 
A A 

CW n = r~ EBQCW n-2' r~_2 = Qr~=L 
therefore it is sufficient to study r" - r~ . The dimension of 
r" is 2n + 1. The vector space r n , considered as a sub­
space of CW n' can be characterized in many ways, for 
example: 

(i) If FEsl(2) is niipotent, then F"E'//" and 'P'" can thus 
be generated from Fn by means tffthe adjoint action. 

(ii)/E('>111l belongs to 'I'" iff QaJ = - 4n(n + 1)[ 

(iii) T"""L " .. ·L I", with Tsymmetric in all the indices, 
belongs to 'P'n iff T is traceless in the sense that gijTljk'" = O. 

(iv) An invariant function/from sl(2) into "'II n takes 
values in '/'" iff Va Ita) = O. 

In (iv) an invariant/unction from sl(2) into "'k is one that 
satisfies, for b near the origin, 

eb I(a)e - b = I(e - baeD), a,bEsl(2). 

(Here we need the extension of the enveloping algebra to its 
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formal closure, composed of formal power series, for the 
sake of giving a meaning to these expressions.) 

3. The function from sl(2) into CW n defined by a af--+(l n 

enjoys the following properties: (i) it is an invariant function 
in the sense defined above, and (ii) the vector space generated 
by all an, aEsl(2}, is uk n' The harmonic polynomial 9 n(a) 
plays the same role relative to 'r'". 

Definition 1: We call harmonic polynomial of degree n 
on sl(2) any invariant function from sl(2) into r n' 

Proposition 2: Up to a mUltiplicative factor, there exists 
one and only one harmonic polynomial of degree n, for each 
n = 0,1 ..... 

Proof Let 9 n (a) be a harmonic polynomial of degree n, 
and let Y be a regular element of sl(2). Then, because 
a;-+9" (a) is invariant, 9 n (a) is determined by .9" (y), and 
ad(Y) (jJ ,,(Y) = O. Now r" is an irreducible sl(2) module 
defined by the adjoint action; thus r" contains precisely a 
one-dimensional subspace on which ad(Y} vanishes. 

Definition 3: We denote by 9 n (a) the unique harmonic 
polynomial of degree n that is so normalized that it reduces 
to [(2n - l)!!!n!] a n when a is nilpotent; in particular, 
:YJl o(a) = 1 and :? t (a) = a. 

4. To evaluate f.J n (a) explicitly one may apply anyone 
of the characterizations (i)-(iv) of er" enumerated above. 

(i) LetF, G, Ybea basis forsl(2), withF, Gnilpotent and 
Y regular. Then there is a constant d" such that 

.• ;;1 ,,( Y) = d" [ad(G)] 'IF"; 

(ii) Again, up to a constant factor, f!J' n (a) is determined 
as being the only invariant solution of 

Q..d;1' ,,(a) = - 4n(n + 1).9,,(a); (2.6) 

(iii) An explicit formula is5 

';Ji (a) = (2n - 1 )!! a ... a. Tinl. I, .. '" L j· ... L j" , (2.7) 
, n ,It I" 11"'./" n. 

where Ti n
\ is the traceless projection operator for symmetric 

tensors of rank n. This shows that the image of 9" (a) in the 
symmetric algebra (by the natural bijection) is the solid Le­
gendre polynomial; 

(iv) Finally, f!J' n (a) can be evaluated by solving the 
equation V Q f!J' n (a) = O. 

5. One finds, with t 2 = g(a,a) 

9 o(a) = 1, 9 t (a) = a, 9 la) = ¥Z2 -!t 2Q, 

.9 n (a) = I. a" - 2k t 2kA ~ (Q), (2.8) 
k = n,n - 2.,·· 

but the coefficients A ~ (Q) become very complicated as n 
grows. To study the general properties of these polynomials 
we shall use another method. 

6. Evaluation 0/9 n (a) 
The vector field (b) associated with left translations on 

the local group can be defined by 

[b-l(b)]eQ=O; 

therefore 

[Q - QdeQ = 0. 

(2.9) 

(2.10) 

The tangent space at any point of sl(2) can be canonically 
identified with sl(2), and this allows us to write 
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-feb )Ia = b + Hb,a] + n[ [b,a],a] + ... 
00 1 

= I -Bnxnb, 
n~O n! 

(2.11) 

where x is the linear operator xb = ad(a)b and the coeffi­
cientsBn are the Bernoulli numbers. Lett 2 = g(a,a); a calcu­

lation yields6 

A. 2 2 1 A. 

Q/ =a, + -at + -4 . 2 Qad' (2.12) 
tant sm t 

Here a, is the "radial" derivative; that is, ta, = a(a/aa) is the 
generator of the homothety group on sl(2). 

Suppose that there is a formal expansion 

(2.13) 

then (2.10), (2.12), and (2.6) give an equation for Cn ; namely 

[a~ + _2_a, _ n(~ + 1) _ 0] tncn(o.t) = 0. (2.14) 
tant sm2t 

The function 

C~(t) = Cn i(2n + I? (~)n e-itTA. Q~ (_. _1_), (2.15) 
(n + A )! smt t 1 tant 

where Q ~ denotes a Legendre function of the second kind, is 
a polynomial of degree n - 2 in A 2. A solution to (2.14) is 
obtained by substituting 

2 A. 

A -+1 - Q (2.16) 

in C ~ (t ), and every solution to (2.14) that is regular in t near 
t = ° is of this form, for some choice of the constant C n • 

When the solution to (2.14) determined by (2.15), with 
Cn = 1, n = 0,1,··· is substituted for Cn (Q,t) in (2.13), then 
one recognizes (see below) an expansion in terms of Paster­
nack polynomials. Thus, with the identification (2.16) 

9 n(a) = (- t)"(A + l)nF~(a/t). (2.17) 

In the next sections we have collected some information 
about these polynomials. 

III. PROPERTIES OF THE HARMONIC POLYNOMIALS 
1. When the expression (2.7) is evaluated in the symmet­

ric algebra ofsl(2) one obtains the solid Legendre polynomial 
Pn (a). Thus one may write 

;;;?II(a) = symP" (a), (3.1) 

where sym stands for symmetric ordering. This is analogous 
to the formula for Hermite polynomials as normal ordered 
monomials: H" cr:: :x": Perhaps (3.1) is directly related to Pas­
ternack's definition7

: 

coshA. +- IX F~ (~ ) cosh - A. - IX = Pn (tanhx). 

(Here P" denotes the ordinary Legendre polynomial.) 
2. Pasternack gives an explicit formulaH for F~, as a 

generalized hypergeometric function, that we may write as 

;:;1'" (a) = (- t)"(A + 1)" 

X,F2( ~,n, ~:~: (A + 1 : aft )/2) . (3.2) 

3. From (2.13), with C n (O,t) given by (2.15) and using 
well-known recursion relations for associated Legendre 
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polynomials, one finds9 

(n + 1)9 n+1 (a) = (2n + l)a9 n(a) 

+ n(A 2 - n2)t 29 n-I (a). 
(3.3) 

This agrees with a recursion relation given by Pasternack. 10 

It was this relation that led us to (2.17). The explicit formula 
(2.13) was given by Bateman II for the case A = ° only, the 
general case may be new. 

4. There is an interesting relationship between the Pas­
ternack polynomials and Bernoulli numbers. 12 Perhaps this 
is related to the appearance of Bernoulli numbers in Eq. 
(2.11). 

5. The role of harmonic polynomials as the solutions of 
physical problems was noted by Pasternack l3

; especially 
noteworthy is their connection with the mean values of 
r- n -2 in hydrogenic atoms. 

6. There is a simple relation between harmonic polyno­
mials and Jacobi polynomials that may be exploited to ob­
tain orthogonality relations, including cases that apparently 
have not been noted previously. Such relations are derived in 
the next section, and interpreted in terms of the representa­
tion theory of SL(2,R) and SO(3) in Sec. V. 

7. Finally, there is a finite difference equation satisfied 
by the Pasternack polynomials, 14 reproduced here in the Ap­
pendix, Eq. (A5). In terms of 9 n(a) it reads 

.1 (a2 + A 2t 2).19 n (a) = - 4n(n + 1) 9 n (a), (3.4) 

where .1 is the finite difference operator 

.1f(a) = [(a + it) - f(a - it )]/t 2. (3.5) 

Comparison with (2.6) is very suggestive, but we do not know 
how to derive (3.4) directly from (2.6). By group contraction 
or "classical limit" from (3.4) one obtains Legendre's differ­
ential equation for P" (a). 

IV. ORTHOGONALITY RELATIONS AND 
GENERALIZATIONS 

Let P ~a.(J I( y) denote the Jacobi polynomials given by 
Eq. (AI) in the Appendix, and define 

u~,/1I(y) = (1 - y)G/2(I + Yl"mp~,,(J}(y), 
n = 0,1,2,···; Rea > - 1, Rep> - 1. (4.1) 

Let a,/3 be fixed. Considered as complex -val ued functions on 
[ -1,1], this sequence generates a vector space that is dense 
in L 2( -1,1). One has a biorthogonality relation 15: 

( u(a./J) u(a,(J» 
m , n 

= JI u::;,!3)(y)u~a.!3)(y) dy 
~I 

= 2o +!3+lr(n+a+I)r(n+p+1) 8 42 
n!r (n + a + 13 + 1 )(2n + a + f3 + 1) nm' (.) 

[If a + fJ = - 1, then for n = ° replace (2n + a + fJ + 1) 
by 1.] 

Let V:L 2( - 1,1 )-+L 2(R) be the Hilbert space isomor­
phism given by 

(Vf)(x) = (211)-1/2 f e - ix' f(tanht) dt (4.3) 
JR cosht 
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and define 

(4.4) 

These functions can be evaluated explicitly in terms of gener­
alized hypergeometric functions, Eqs. (A2}-(A4) of the Ap­
pendix. As those equations show, v~a'P)(X)/V6a,p)(X) is a poly­
nomial of order n. 

Finally, let G ~.P)(x) be the polynomial (of order n), 
proportional to v~a'P)(x)/v~a.P)(x), having a unit coefficient 
for the term xn. Then 

G~a.PI(x) 

_(2_i)_n(_a_+_l_)n_ (a + {32 + 2)n 

(n + a + {3 + l)n 

( 
-n 

XF ' 
3 2 a + 1, 

n + a + f3 + 1, 

~(a +(3 + 2); 

~(ix + a + 1)) 
1 . 

(4.5) 

Using recursion relations for the Jacobi polynomials 
one derives the recursion relations (AS) for G \~.PI(x). Com­
parison with the recursion relation (3.3) for 9 n (a) one makes 
the following identification: 

uh ( ) (2n - I)!! nG (A, "- A I( / ) ,:rna - t nat. 
Q~' - A' n! 

(4.6) 

We now give orthogonality relations for G ~(x) 
=G~' - A I(x). The general case of G \;"f3I(x) is given in the 
Appendix, Eq. (AS). 

Case 1, O';;;;A < 1 (Supplementary series): The following 
result, which is not new,16 is easily derived from (4.2): 

1 G;;,(x)G~(x) dx 
IR COS1TA + cosh1TX 

U(I-A)n(1 +A)n(n!)2 c:5
mn

. 

sin1TA [(2n - 1 )!!] 2(2n + 1) 
(4.7) 

Completeness is also easily verified. We call this case the case 
of the supplementary series because the correspondence 
Q-l - A 2 assigns to Q the values taken by the Casimir ele­
ment in the supplementary series of unitary representations 
of SL(2,JR). We next consider the other unitary representa­
tions of SL(2,JR) and of SO(3). 

Case 2, A imaginary (Principal series): The result (4.7) 
still holds; completeness can also be verified. 

Case 3, A = 1,2, .. · (Discrete series): In this case the recur­
sion relation (AS) shows that G ~~~A A I(X) contains G 1 (x) as a 
factor: 

A-I 
G1(x)= II [x+i(I-A+2k)]. 

k~O 

Instead of (4.7) 

( G), " (x)G), (x) dx 
JIl\ n+A m+A Icosh(1T/2)(x+iA)12 

(4.8) 

(4.9) 

= 22-2A-2nn!(n +A)!(n +A)!(n +2A)! c:5
mn

• (4.10) 

[T(n +A + 1I2)f (2n +2A + 1) 

Now it is the system (G~A,A l(x)k,Q that is complete. Of 
course, these polynomials are orthogonal for the measure 
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\G ~ (x)/cosh(1T/2)(x + iA ) \~x. Orthogonality is thus 
venfied for all those values of Q = 1 - A 2 that correspond to 
unitary representations of SL(2,R), It remains only to con­
sider unitary representations of SO(3). 

Case 4, A = 1,2, ... (Finite case): Let us put 

A = 21 + 1, 1=0, !,q,. .. , 

GA(' ) I n. x I 'n I ( ) 
n IX = (2n _ I)!! t n 2 + , (4.11) 

n = 0,1, ... ,A. - 1. 

Then the polynomials tn(z) are the "discrete Tchebi­
cheff polynomials" Y They have the discrete orthogonality 
property 

N -I {j I tm(k)tn(k) = -=-(N-n)(N-n+l). .. (N+n). 
k~D 2n+l 

Thus 
+1 I G~(2ik)G;;'(2ik) 

k ~ -/ 

= _1_ [ n! )2 (A _ n)(A _ n + l) ... (A + n){jmn. 
2n + 1 (2n - I)!! 

(4.12) 

The system (G n (x))n ~ D,I,,'\ _ I is complete on t X = 2ik; 
k = - f, - f + 1, ... ,11. This final result suggests an inter­
pretation of all the orthogonality relations in terms of uni­
tary representations of SO(3) and SL(2,JR). 

V. INTERPRETATION OF ORTHOGONALITY 
RELATIONS 

Let a ~ Ta be a unitary irreducible representation of 
the compact real subalgebra so(3) of sl(2), by antihermitean 
matrices of dimension 2f + 1 (= any fixed non-negative in­
teger). Then <2_1 - A 2 = - 41 (I + 1) and we take 
A = 21 + 1. If t 2 = g(a,a) = 1, then the spectrum of Ta is the 
set t 2ik; k = - f, - I + I , ... ,1l, and the "orthogonality" re­
lation (4.12) may be written L- in view of (4.6)-

tr[9 n(Ta)9 men)] 
= (V(2n + 1) )(A - n)(A - n + 1) ... (A + n){jnm. (5.1) 

In other words, these orthogonality relations express 
orthogonality in the Hilbert algebra generated by the Hil­
bert-Schmidt operators 9 n(Ta)-here in the finite-dimen­
sional case. We believe that an analogous interpretation of 
the other orthogonality relations is possible. 
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APPENDIX: ADDITIONAL FORMULAS 

Jacobi polynomials are defined by 

p~.P(y) 

(a+l)n ( 1 y) 
----2F ' - n, n +a +f3+ 1; a + 1; -=--2 

n! 
(AI) 
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for n integer, a and P complex, Rea> -1 and ReP> -1. 
Eqs. (4.3) and (4.4) give 

v(a.f3 )(x) _ (211')-1/2 _e _____ _ 1 
-ixt-t(a-/3)/2 

n - ( h )(a+f3+2)/2 
R cos t 

Xp~a.(3) (tanht) dt, 

(a +I 1)n Vba •f3I (X) 
n. 

n+a+p+l, 
xF 

3 2 a + 1, !(a +p+ 2); 

(A2) 

WX+;+I) 
(A3) 

v~a.(3)(x) = (211') -1/22(a + (3)/2B ( a + ~ + IX , P + ~ - iX) . 

( 

-n, 

(A4) 

The polynomials G ~a·(3)(x) defined by Eq. (4.5) are the 
monic polynomials proportional to v~a·(3)(x)/v~·f3)(x). They 
satisfy the folowing recursion relations, derived from recur­
sion relations for p~a.(3) or directly from Eq. (4.5); 

G~atl(x) = xG~a·(3)(x) - YnG~a!!l(x), n;;;d, (AS) 

{ 

n(n + a )(n + P )(n + a + P) if a + P + 1 # 0, 
(2n + a + P)2 - 1 

Yn = !(n + a)(n - a -1) if a + P + 1 = 0, n> 1, 

-!a(a+l) if a+p+l =0, 

n = 1. 
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Finite difference relations can also be derived, for example, 

[x + i(a + 1)] [x + i(P + 1) ]G~a·(3)(x +21) 

+ [x - i(a + 1)] [x - i(P + 1) ]G~a·(3)(x -21) 

- 2[x2 - 2n(n + a + f3 + 1) - (a + 1)( P + 1)] 

XG~a·(3)(x) = O. 
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We reconsider a well-known classification, due to Wigner, of the unitary-anti unitary finite­
dimensional irreducible group representations within a somewhat generalized mathematical 
framework, where, in particular, any algebraically closed field K with an involutory 
automorphism} is considered in place of the complex field C. We show that each case of the 
classification can be characterized by the set W II of the linear mappings that commute with the 
given set uk, which is now assumed to be an irreducible semigroup oflinear and antilinear (i.e.,)­
semilinear) mappings, and explicitly exhibit w II. Then, this classification is crossed with the 
classification of the sets oflinear and antilinear mappings that has been obtained in some previous 
work and that generalizes the old classification of the unitary representations introduced by 
Frobenius and Schur. We obtain a new classification in which every case can be characterized by 
the group U& C of the invertible linear and antilinear mappings which commute with the semigroup 
V2f. Whenever w represents the symmetry group of some physical system, we may represent 
"internal" symmetries, so that the problem of finding these symmetries is now related to some 
natural classification of w. In particular, it turns out that in four cases WC reduces to its linear 
part U& cl = w '\ 10 J, whereas in the remaining nine cases w C is an extension of w cl through G2, 
which reduces to a semi direct product, but not to a direct one, in three cases and to a direct 
product in three cases. 

PACS numbers: 02.20.Nq 

1. INTRODUCTION 

According to a classification introduced by Frobenius 
and Schur in 19061 and reported in a number of books on 
group theory,2-5 there are three kinds of unitary finite-di­
mensional complex group representations: 

(i) representations which are equivalent to a real repre­
sentation (potentially real case); 

(ii) representations which are equivalent to their com­
plex conjugate representation, but not to a real representa­
tion (pseudoreal case); 

(iii) representations which are not equivalent to their 
complex conjugate representation (complex case). 

On the other hand, the irreducible finite-dimensional 
complex group corepresentations (i.e., representations by 
unitary and anti unitary operators) can be divided into three 
types according to a classification introduced by Wigner6: 

Type I: the unitary part of the representation is 
irreducible; 

Type II: the unitary part of the representation reduces 
to the sum of two equivalent representations; 

Type III: the unitary part of the representation reduces 
to the sum of two equidimensional inequivalent 
representations. 

These classifications have been combined in a remark­
able work by Dyson,? who has shown, making use ofWeyl's 
general theory of matrix algebras and their commutator al­
gebrasX and of the theorem of Frobenius9 that if the classifi­
cation of Wigner is applied to an irreducible corepresenta­
tion and the classification of Frobenius and Schur to the 
linear part of it, the nine case which might arise actually 

"'Research supported by CNR and INFN (Italy). 

occur; each case is characterized (with the exception of one 
case only, which splits further into two subcases) by the ca­
nonical form of the algebra A over the real field R generated 
by the linear part of the representation or, equivalently, by 
the canonical form of the R -linear commutant of this algebra 
(commutator algebra of A ). Thus, Dyson obtains a new and 
more detailed classification. This classification has two fea­
tures which are perhaps unsatisfactory; indeed, (1) it crosses 
a classification which applies to corepresentations with an­
other classification which applies to unitary representations 
and (2) the R-linear commutant of the linear part of the re­
presentation, which characterizes every possible case, does 
not seem to have a direct physical meaning. 

Here we start from some previous work 10 where the 
classification of Frobenius and Schur was generalized by 
ourselves, together with other authors, in such a way that it 
can be applied to any set w of (not necessarily linear) map­
pings of a vector space X over a division ring K with an 
involutory automorphism} (conjugation); we remark explic­
itly that we neither assume that X is finite-dimensional nor 
that a scalar product is defined in X (hence we do not assume 
that the mappings of U& are unitary). The three cases which 
can occur can be characterized by sets of equivalent proper­
ties of the set uk or of its "linear-antilinear centralizer" or 
commutant group WC (i.e., the group of the invertible linear 
and antilinear mappings of X which commute with 0&). 

In particular, since WC turns out to be an extension of 
its linear part W ci through the abstract two-element group 
G2 whenever it does not reduce to Wcl, the three cases of our 
classification can be characterized as follows: 

(i) u2fc is isomorphic to a semidirect product of Wcl and 
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(ii) au e is an extension of au cl through G2 but is not 
isomorphic to any semidirect product of au cl and G2, 

(iii) au e coincides with aucl. 
This characterization seems especially interesting, 

since au e has an independent and important physical mean­
ing: when au represents a given group of symmetries of some 
physical system, au e may represent "internal" 
symmetries. II ,12 

These results have been deepened in a mathematical 
work, 13 where we investigated some properties of the mor­
phism associated with the semidirect product and in particu­
lar the possibility that the semidirect product reduces to a 
direct one. This investigation leads to a refined classification, 
which is sixfold instead of threefold only since the "poten­
tially real" case splits into three subcases and the "pseudor­
eal" case into two subcases. 

Thus, the idea arises to combine these new classifica­
tions with the Wigner's classification (which can be applied, 
however, only under more restrictive assumptions, first of all 
irreducibility); this, then, is the problem that we are going to 
discuss here. 

In Sec. 2 we give a synthesis of our generalization of the 
Frobenius Ilnd Schur classificaton and of its refinements; we 
express here these results in a slightly modified form, which 
makes them more suitable for use in the following in this 
paper. 

In Sec. 3 we generalize the original Wigner classifica­
tion to irreducible linear-antilinear semigroup representa­
tions in a vector space X over an algebraically closed field K 
with a conjugation (we remark that our operators are no 
more requested to be unitary or antiunitary) and give the 
explicit form of the linear commutant au ,I = auclu! 0 J (the 
equality holds because of the irreducibility of au) of the re­
presentation in each of the four cases that can occur (there 
are four cases and not three because we also include those 
representations whose antilinear part is void). Whenever 
K = C, our Proposition 1 has essentially the same content of 
Dyson's equivalence Theorem 114; yet, it gives au ,I as a set of 
operators in the vector space X over C rather than as a set of 
matrices in a real vector space, as Dyson does because of his 
use ofWeyl's theory and Frobenius' theorem. 

In Sec. 4 we cross this classification with the one that we 
have obtained when generalizing Frobenius and Schur's; 
then, 12 cases are abstractly possible. A nontrivial result is 
that one of them cannot occur; anyone of the 11 remaining 
cases can be characterized by a set of properties of au or au e. 

In particular, it turns out that in four cases au e reduces to its 
linear part au cl and in seven cases it is an extension of au el 

through the two elements group G2; in the latter possibility it 
may be a semidirect product (four cases) or not (three cases). 
Then, we consider further the more refined classification dis­
cussed above; due to the crossing with the Wigner classifica­
tion, it turns out that only two of the cases split in subcases: 
In each of these cases au e is isomorphic to a semidirect prod­
uct, and the two subcases refer to the possibility that au e 

reduces or not to a direct product. Thus, we get 13 distinct 
possibilities, and each of them can actually occur, as we 
show giving simple examples in Sec. SIS; we stress again that 
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any case is characterized by a mathematical object (the lin­
ear-antilinear centralizer) which admits a physical 
interpretation. 

Finally, we outline that throughout our work we have 
made an effort to minimize the mathematical assumptions 
which are needed to obtain our results; this, besides contrib­
uting a welcome simplicity, also helps to pinpoint the essen­
tial mathematical features upon which our arguments hang 
(for instance, we have dispensed with the assumption that a 
scalar product exists in X everywhere; furthermore, our re­
sults do not depend on the field one wants to use as the basic 
field, provided that this has a conjugation and is algebraical­
ly closed). 

2. THE LlNEAR-ANTILINEAR COMMUTANT 

As we have already announced in the Introduction, this 
section is devoted to giving a synthesis of the classification 
obtained by the authors of the present paper together with 
others lO and of the further refinements that have been re­
cently introduced by the authors themselves in a mathemat­
ical work 13; the presentation of these resul ts will be made in a 
slightly simplified form. At the end, we add a remark that 
can be useful in applications: here, we use a bicommutant 
theorem which was stated by the authors and others in an­
other mathematical work on this subject. 16 

Let us start by introducing some preliminary concepts. 
First, we give two definitions that will be used throughout 
the present work. 

Definition 1: We call any division ring K endowed with 
a nonidentical involutory automorphismj:a---+£l" a division 
ring with a conjugation. We call the subdivision ring of K 
which consists of the self-conjugate elements of K the j-in­
variant subring A of K. 

Definition 2: LetXbe a vector space over a division ring 
K with a conjugationj. We call any mapping of X which is 
semi linear with respect toj an antilinear mapping. 

Let au be any set of mappings of X. We denote the sub­
set of all the linear (antilinear) mappings of au by au I (au a). 

We denote the set of the mappings of X that commute 
with all the mappings of au by ~'. Hence au ,I (linear com­
mutant of au) and au 'a (antilinear commutant of au), respec­
tively, are the multiplicative semigroup of all the linear map­
pings of au' and the set of all the antilinear mappings of au'. 

We call the set of the invertible mappings of the linear­
antilinear commutant au 'luau 'a, that is, the multiplicative 
group of the linear and antilinear invertible mappings that 
commute with au, the linear-antilinear centralizer (or com­
mutant group) of au and denote it by au e

• Hence, au cl (linear 
centralizer of au) and au ea (antilinear centralizer of au), re­
spectively, are the subgroup of all the linear mappings of au e 

and the subset of all the antilinear mappings of ~ e. 

Second, we give a list of the not yet defined symbols that 
will be used in what follows. 
List of symbols: 

(): the mapping from au e into the set of the mappings of 
uk'cI into itself such that, for any AEau c, 

() (A ): LEaucl_ALA -1E'Jb'c1 
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ex: semi direct product 
ex,/,: the semidirect product associated with the mor-

phism rp 
X: direct product 
G2 : the abstract two-element group 
E: the identity mapping 
Third, we convene that any equality of the form 

~c = ~c1Q<e I E,J I, with J antilinear involutory mapping, 
that will appear in what follows must be intended in the sense 
of the identifications (L,E ) = Land (L,J) = LJ for any 
LEvl/ d

• 

Now, we come to the classification introduced in Ref. 
10. As a preliminary result, we recall that, for any set ~ of 
mappings of X such that ~ca is nonvoid, ~c is an extension 
of vl/ cl through G2 , since ~c = ~clU~clA with AE~ca. 
Then, for any set ~ (nonnecessarily irreducible) of linear 
and antiIinear mappings of X (the original results are formu­
lated for sets of arbitrary mappings; the restriction to sets of 
linear and antilinear mappings allows the formulation of our 
results in terms of matrix representations), one of three mu­
tually exclusive cases occurs, each of which can be charac­
terized by a set of equivalent conditions as follows 17: 

(i) ~ potentially real: A basis exists in which the matrix 
representation of ~ 18 is self-conjugate (i.e., the matrix ele­
ments belong to A ); equivalently, a mapping JE ~ ca such that 
J2 = E exists; equivalently, ~c = ~dexe IE,J I, withJ anti­
linear involutory mapping (hence ~c is isomorphic to a se­
midirect product of ~c1 and the abstract two-element group 
G2 ); 

(ii) ~ pseudoreal: The "conjugate" representation of ~ 
(i.e., the representation obtained by conjugation of the ma­
trix elements of ~) is equivalent to the matrix representation 
of ~ , but no basis exists in which the matrix representation 
of ~ is self-conjugate; equivalently, ~ca is nonvoid but 
A 2#Efor any AE~ca; equivalently, ~ca is nonvoid but ~c 
is not isomorphic to a semidirect product of ~cl and G2; 

(iii) ~ complex: The conjugate representation is not 
equivalent to the matrix representation of ~; equivalently, 
~ca is void. 

This classification immediately leads one to wonder 
about the morphism e (see the list of symbols above) and the 
possibility that the semidirect product reduces to a direct 
one; by investigating these problems we have shown, in par­
ticular, that cases (i) and (ii) can be divided in subcases by 
considering the set ~u~c or its center 
(~uvl/ct = ~cn~cc.13 Our main results can be summa­
rized by the following statements: 

(a) the set ~u~c is potentially real [equivalently, apply 
(i) above, the center (~u~ cj" of ~ c contains involutory anti­
linear mappings] if and only if ~ c = ~ cI X {E,J I, with J 
involutory antilinear mapping; 

(b) the set ~u~c is pseudoreal [equivalently, apply (ii) 
above, the center (vl/ uvl/ cj" of vl/ C contains antilinear map­
pings but none of them is involutory] if and only if ~ ca is 
nonvoid and the mapping e (A) is inner for any AE~ca and 
nonidentical for any involutory JE~ca; 

(c) the set ~u~c is complex [equivalently, apply (iii) 
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above, the center (~u~T of ~c does not contain antilinear 
mappings] if and only if either ~ca is nonvoid and the map­
ping e (A) is not inner for any AE~ca or ~ca is void. 

Hence, case (i) can generate three subcases, case (ii) two 
subcases (~u~c cannot be potentially real if ~ is pseudor­
eal), case (iii) no subcase (~u~c is complex whenever ~ is 
complex), each of which can be characterized as in (a), (b), (c). 

To conclude, we remark that, whenever ~cc coincides 
with the set ~. of all the invertible mappings of vl/, the 
center (~u~C)c of ~c coincides with the "invertible center" 
~cn~ of ~, i.e., with the set of all the invertible mappings 
contained in the center of ~; indeed, we have 
(~u~T = ~cn~cc = ~cn~. = ~cn~ (the last equality 
holds because ~c consists of in vert ible mappings only). This 
occurs in many interesting cases; for instance, whenever X is 
finite-dimensional, A is commutative and ~ is the set of the 
linear and antilinear mappings of an algebra with identity 
over A (i.e., over R whenever K = C) and it is irreducible (the 
proof of this statement requires the use of the bicommutant 
theorem of Ref. 12 16 and some simple results about the com­
mutants of irreducible sets ofmappingsI9). Thus, in particu­
lar, it occurs whenever ~ is the set of all the linear and 
antilinear mappings of an algebra over A generated by an 
irreducible linear-antilinear representation. 

3. THE LINEAR COMMUTANT OF IRREDUCIBLE 
REPRESENTATIONS 

Definition 3: LetXbe a vector space over a division ring 
K with a conjugationj. Let Y be any semigroup. We call any 
homomorphism U from Y into the (multiplicative) semi­
group of all the linear and antilinear mappings of X a Iinear­
antilinear representation of Y in X. We call U I the "linear 
part" of U, i.e., the restriction of U to the subsemigroup 
U-I(U(y)I). 

When referring to linear-antilinear representations, we 
will make use of the usual definitions and techniques of re­
presentation theory. 

Then, the following proposition gives a classification of 
the irreducible representations which are linear-antilinear 
and satisfy some simple additional requirement according to 
the form of their linear commutant: 

Proposition 1: Let X be a finite dimensional vector space 
over an algebraically closed field K with a conjugationj.20 
With reference to Definitions 1,2,3 let Y be a semigroup and 
let Ube an irreducible linear-antilinear representation of ,J" 
in the vector space X such that the antilinear part vl/ a of 
vl/ = U (Y) either is void or contains an antilinear mapping 
A together with its inverse (in the latter case 01/ necessarily 
contains the identity mapping E of X). 

Then, one of the four mutually exclusive cases de­
scribed by the rows of Table I occurs, and specifically: 

(A) Concerning U: First, we classify the possibilities for 
U as follows: 

(i) U = U I (hence VI is irreducible; vI/a is void); 
(ii) U #- U I (i.e., ~. is nonvoid) and U I irreducible; 
(iii) U #- U I (i.e., ~a is nonvoid) and Vi reducible. 
Whenever u#uI, ~a= ~IA =A~I. 
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TABLE I. Classification of the linear-antilinear irreducible representations by means of their linear commutant. 

~kd (v' !-0"1 

-«"=0 0,/1' irreducible ,~'l KE 
'v"=I1E 

"J" reducible [then, 
(V,,(S) 

uJ"(s) = 0 o ) 
Viis) 

and v',~Vi u,/l" = {(a~, _0 }aEK} aE, 
1("¥0 "/;" = A'-V' with V',-vi (then, 

A=CO ~2)l vi = T,,'V', T" {~aE, '-V'I = _ I 
1]T12 f3!"}af3EK } aE, 

" A'2 = 1]-'T12A"T,,) 

Here, 0 is the empty set, - denotes equivalence of representations, E" E, are the identity mappmgs of X" X" respectlvely. 

In the possibility (iii) the linear part V I of V reduces in 
two equidimensional irreducible subrepresentations, 
Vi = Vii 9 V~ (hence the dimension of X must be even), and 
the corresponding matrix representation 18 of A (hence of 
uJ-.) is "off-diagonal." 

The possibility (iii) splits further as follows: 
(iii') V"# vI, Vi = V\ $ V~ with inequivalent V\, V~; 
(iii") V"# vI, Vi = V\ 9 V~ with equivalent Vii' V~. 
In the case (iii"), for any TI2 such that 

VII = TI2V~ T 12 I a unique element 11Ef( exists such that, 
referring to the matrix representation considered above, 
11A12 = TI~2ITI2 (moreover, 11EA,11i!)'EK: 
). = aa,aEf( I). 

(B) Concerning ~'I:Thelinearcommutant ~'Iisadivi­
sion algebra over A (hence ~'I = ~ c1U ! 0 I ) and the four pos­
sibilities listed in (A) are characterized by ~'I according to 
Table I. Thus, either uJ-,1 is isomorphic toA (row 2 in Table I) 
or to K (rows I and 3 in Table I), i.e., it is a quadratic algebra 
over A/lor, finally, to a division algebra of rank 4 over A 
(row 4 in Table I), i.e., whenever the characteristic of A is 
different from 2, it is a division ring of quaternions over 
A .22.23 

Proof Part (A ): We observe that, in cases (ii) and (iii), 
uk a = '1,1IA = uJ- IA - I = A vk I = A - I ~ I; this is indeed an 

easy consequence of the assumption that ~ is a semigroup 
and of the existence of A and A - I in ~'. 24 

Let us consider case (iii), and letXI, be an irreducible v I 
-invariant subspace of X. Then, the set X 2 = AXI is also a 
nonzero proper subspace of X(which obviously has the same 
dimension as XI) and u2t·Xl = XI' ~·XI = Xl' ~IX2 = X2 
because of the result obtained above. Thus, X 2 is also a ~I­
invariant subspace of X (it is obviously irreducible), XlnXl is 
void [since ~ is irreducible; indeed ~(XlnX2) = X lnX2] and 
XI 9 X 2 = X (again because of irreducibility). This shows 
that V I can be expressed as the sum of two equidimensional 
subrepresentations, VI = Vii 9 V~. Hence, any linear map­
ping LE cJk I can be written in the form 

L=(Loll 0) 
L22 . 

SinceAXI = X2 andAXl = XI' the mapping A can be written 
in the form 
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(where A 12 andA ll are antilinear mappings); hence, we easily 
get, by making use of the equation cJJ-. = AvJ-I, that the ma­
trix representation of ~. is "off-diagonal." 

Now, we easily derive the following observations: 
(1) Let two linear mappings M 12:Xl -XI and 

M 21 :XI-X2 exist such thatL l1 = MI2L22M21 for any LE~I; 
then, MZI = M 12 I (hence the representations VII and V~ 
are equivalent); 

(2) Let T 12,MI2 be linear mappings that implement an 
equivalence between V\ and V~. Then MI2 = aTlz, with 
aEK. 

Observation (1) follows immediately by setting L = E; 
observation (2) follows from the equation 

LII = T12L22T121 = M12LzlM 121 

that holds for any LE~I, by making use of the Burnside 
theorem.z5 Then, let Vii and V~ be equivalent and let their 
equivalence be implemented by the linear mapping T 12. 
SinceALAEuJ-I, we get 

A12Ll~21 = TI~ZILIIAI2TI21 for any LEvY, 
that is, 

LII = A 211T 12 IAI2L2~2ITI~ 12 I for any LEuJ-l; 

hence, because of observation (1), 
AlITI~ 12 I = (A 2ilT 121AnI-1 and, because of observation 
(2),11A 211T 12 IAI2 = TI2 with 11EK, i.e., ijA lz = TI~lITI2' 
Moreover, by substituting this last equation in the previous 
one, we get 11 = ij, i.e., 11EA. Finally, let aEK and let us set 

Ya = {CT~~IX}XIEXI}; 
this is a proper subspace of X, and for any LE ~ I and yE Ya we 
get 

Ly = (T
LI

:
XI 

)EY". a 12 LIIX I 

Moreover, recalling that the matrix representation of~' is 
"off-diagonal", any BE~a can be written in the form 

(11T 12 1~12T 12 I 

so that 
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hence, should an aEK exist such that 1] = aa, then for any 
yE Ya , BYE Ya , so that Ya would be ~ -invariant, which con­
tradicts our assumptions. 

Part (B ): The linear commutant uk'" obviously is a divi­
sion algebra over A because of the irreducibility of u2t . 

Let ua' be irreducible. Since X is finite-dimensional and 
K is algebraically closed, the Burnside theorem applies and 
({-0"')"' = KE. Whenever ~a is void [case (i)], then 
"'a" = ((~ ')., = KE (it follows that ua" is a quadratic algebra 
over A since K has dimension two as a vector space over A 
26). Whenever u2t a is nonvoid [case (ii)], then ua" = AE. 

Let U' be reducible [case (iii)]. Let ME(uk")"'; then, we 
get, using matrix representations with respect to the decom­
position X = X, ffiX2, 

{
L"M" = M"L", {L"Ml2 = M l2L 22, for any LE ua', 
LnMn = MnL22' LnM2' = M 2,L II · 

Since UII and U~ are irreducible, from the Burnside 
theorem weobtainM" = aEI,Mn = OE2 witha,oEK. Fur­
thermore, according to the Schur lemma, MI2 either is zero 
or is an isomorphism; in the latter case Ml2 implements an 
equivalence of U I

, and U~ (a similar statement holds for 
M 21 ). Then, let us consider the two possibilities. 

Let U I, and U~ be not equivalent [case (iii')]. Then 

MIl = Mll = 0; hence 

Since (-0" a = A (11 1, any ME( "'a ')., also belongs to (~" if and 
only if AM = MA; thus, we get through a straightforward 
calculation 0 = a, and "'2;" has the form reported in the third 
row of Table I (hence u2; ,I is isomorphic to K ). 

Let U't and U~ be equivalent [case (iii")] and let 
Tll:Xl~XI be a linear mapping which implements the 
equivalence between them; then, bearing in mind the obser­
vation (2) stated above, we getM12 = /3T'2 and, analogously, 
Mll = yT 12 I with/3,yEK. 

Therefore in this case 

{( 
aEI 

("'1/')'1 = I 
yTI2 

/3
T

I2) } OEl : a,/3,y,oEK . 

As above, for any ME( u2;I)"1 we get with a straightforward 
calculation that ME ull " if and only if 

{~A 12 = c5A 12' {YA 12T 12 I = ,!!,1~21' 
aA ll = OAll' yAllT 12 I = /3TI~21' 

From the first pair of equations we get 0 = a; from the sec­
ond pair, by making use of the equation 1]A12 = TI~2ITI2' 
we get y = 1]ft (we recall that 1]EA ). Thus, ua" has the form 
reported in the fourth row in Table I (hence, the division ring 
u2t 'I, K being a vector space of dimension two over A, is a 
division algebra of rank 4 over A; therefore, u2;" is a division 
ring of quaternions over A if the characteristic of A is not 
2. 27

• 

Remark 1: If we refer to the Wigner classification of the 
irreducible corepresentations over C of a group,6 we see that 
the representations belonging to the Wigner types I, II, and 
III, respectively, fall in the cases (ii), (iii"), and (iii'). 
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Remark 2: By making use of the observation (2) in the 
proof, one easily gets in the case (iii") that a linear mapping 
T;2: X2~XI implements the equivalence of U'I and U ~ if 
and only if T;2 = aTI}, with aEK. Thus, the element 1]'EK 
such that 1]'A 12 = T ;2A21 T;2 is connected to 1] by the equa­
tion 1]' = aa1], with aEK. 

Furthermore, one can easily verify by a direct calcula­
tion that the conditions: 

(a) 1]EA, 
(b) for any aEK,1]i=aa 

are the necessary and sufficient conditions in order to make 
invertible any nonzero mapping of the form 

~ aEI /3TI") 
T - I -E-' with a,/3EK. 

1] 12 a 2 

Then, in our case, one could also prove that the properties (a) 
and (b) hold by making use of the irreducibility of ua, which 
implies that Uk' "" 10 J is a group.28 

Remark 3: We observe that, in the case (iii"), the algebra 
ua" over A admits as a basis, for any EEK "A, the family 

Moreover, if E is such that E = - E (this is always possible if 
the characteristic of A, hence of K, is not 2 29), then ua'l is a 
division ring of quaternions over A of type (E2,0,1]). In par­
ticular, whenever K = C, one can choose E = i (imaginary 
unit) and 1] = - I (see Remark 2) so that "'a" is of type 
( - 1,0, - 1), i.e., it is a division ring of quaternions in the 
usual sense. 30 

4. THE LlNEAR-ANTILINEAR COMMUTANT OF 
IRREDUCIBLE REPRESENTATIONS 

In the following proposition we cross the classification 
reported in Sec. 2 with the generalization of the Wigner clas­
sification obtained in Sec. 3. 

Proposition 2: Let X be a finite-dimensional vector space 
over an algebraically closed field K with a conjugation). 
With reference to Definitions 1-3, let Y' be a semigroup and 
let Ube an irreducible linear-antilinear representation of.'i' 
in the vector space X such that the antilinear part '"II a of 
'11 = U (S) either is void or contains an invertible mapping 
together with its inverse. Then, one of the mutually exclusive 
cases corresponding to the squares of Table II occurs, each 
of them being characterized by the linear-antilinear centra­
lizer (or com mutant group) JII C of (-0" [where 
(~II C = (-0" 'IU (-0" 'a)" lOll as shown in Table II. (In Table II, J 
is an anti linear involutory mapping, fl is a division algebra of 
rank40verA,andwesetA. =A ,,10J,K. =K,,!Oj, 
fl. = fl " ! OJ. Furthermore, the symbols U II' U ~, E I' E}, 
TIl' 1], ~, have the meaning defined in Proposition 1; ::::: 
means group isomorphism. The explanation of the other 
symbols used in Table II is given in Definitions 1-3 and in 
the list o/symbols, introduced in Sec. 2. We recall that, when­
ever K = C, A is the real field R, and fl is the real quaternion 
field Q. ) 
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w TABLE II. Classification of the irreducible linear-antilinear representations by means of the commutant group. 
01 
01 

~ 

s:: 
!!l. 
?" 
1) 
~ 
'< 
!" 

~ 
I\) 

J'l 
z 
9 
....... 
c.. 
c 
-< 

~ 
~ 

o 
G> 
!» 
(3 
iii 
!» 
::J 
Co 

r­
OO o 
0" 
3 
g­
s· 
o 

W 
01 
01 

uk is potentially 
real [see Sec. 2, 
case (i)] 

uk is pseudoreal, 

[see Sec. 2, 
case (ii)] 

cOk is complex (see 
Sec. 2, case (iii); 

"k"=0 

uk' irreducible 

uk"=KE {0''' =AE 

uk C =K.ti<eIE,J l "kc=A.xIE,Jl 
;:::;K.ti<G2i:.K. XG2 ;:::;A.XG2 
[(0'uuk c is complex, ["ku9t c is 
see Sec. 2, (c)] potentially real, 

see Sec. 2, (a)] 

For any AE'0'c., For any AEuU c" 
u,v = K. EuK.A i:.K. ti<G2 uk c = A.EuA.A i:.A. (xG2 
() (A ) is not identical () (A ) is identical 

[uku"V is complex, [Oku"k C is pseudo 
see Sec. 2, (c)] real, see Sec. 2, (b)] 

ukc=K.E u2;c =A.E 

uk,,.,0 

uk' reducible IU' = U', Gl U~) 
U',-I-U~ U', ~U~ 

uk" = {(a:, o }aEK}~K 
aE2 ~ 

uk"= {~aE~, 
TJT 12 

PT'2) } aE2 :a,/3EK ;:::;[J 

9t c = ukclX IE,J l 9t c = ukclXIE,Jl 
;:::;K.XG2 ;:::;[J. XG2 

[uku"k C is [9tu"k c is 
potentially real, potentially real, 
see Sec. 2, (a)] see Sec. 2, (a)] 

'0'c= "kcl(x.IE,Jl uk c = ukcl(x. I E,J l 
;:::;K. (xG2 i:.K. X G2 ;:::;[J. ti<G2i:.[J. X G2 

["ku9t c is [(0'u"k c is 
complex, see Sec. pseudoreal, see 
2, (c)] Sec. 2, (b)] 

For any AE"k c" 
'ftc = Uk c'u Uk ciA i:.K. ti<G2 

() (A ) is not identical 
[Ukuo// c is complex, 
see Sec. 2, (c)] 

uic = Ukcl;:::;K. uk C = Ukcl;:::;[J. 



                                                                                                                                    

Proof First, we observe that {ft c = (v~ 'Iu v(/ ,a) \ ! 0 I 
since V(/ is irreducible2H and that, for any AE~I/ca, 
uJ ca A v), ./ ,I M (/ = it c " oreover, we remark that, for any AE'~ c the 
mapping e (A ):LEvl/ 'I--+ALA - IEv~ >I is an automorphism of 
the division ring v~ 'I, Then, we consider the four mutually 
exclusive cases than can occur, according to Proposition 1, 

(i) Let 01/ ,I = KE. Whenever vI/ ca is non void, for any 
AE o~ ca and L = aEE 01/ ,I we get ALA - 1 = (yE. Therefore, 
the mapping e (A ) coincides, up to a trivial isomorphism, 
with the automorphism} of K; hence, e (A ) is not inner. Then, 
the first column of Table II immediately follows by compari­
son with the results reported in Sec. 2. 

(ii) Let v~'1 = AE. For any AEvi/ c and L = ,.iEEo2/>I we 
get ALA - I =,.iE = L; therefore, the mapping e (A ) is the 
identity. Then, the second column of Table II follows again 
by comparison with the results reported in Sec. 2. 

(iii') Let 

o ): aEK}' 
aE2 ' 

then, v2/ ,I is isomorphic to K and the mapping e (A ) either is 
the identity for any AE~ca or is not inner. If e (A) is the 

identity, 02/c is commutative and, since K is algebraically 
closed, for any AE~ca a mapping LA E02/ cl such that 
L ~ = A 2 exists, so that ~ c must be isomorphic to the direct 
product of 02/c1 and G2 32; if e (A) is not inner, one of the 
remaining cases listed in the third column of Table II occurs 
(see again the results reported in Sec. 2). 

(iii") Let 

01/'1 = {~aEI 
T-- 1 

77 12 

f3T
I2) } aE2 : a,f3EK ; 

then, v2/ ,I is a simple algebra of finite rank over the field A, 
and, for any AE~c, the center AE of ~'I is invariant under 
e (A ). Thus, because of a known corollary of the Skolem­
Noether theorem,33 e (A) is inner. Hence, the last column of 
Table II follows by comparison with the results reported in 
Sec. 2, except for the impossibility of the case" v2/ pseudor­
eal," which requires a supplementary discussion. 

Let us prove that a mapping JE v2/ca such that J 2 = E 
necessarily exists if 02/ ,I has the form given above. Indeed, by 
making use of~Cabeing equal toA ~clfor any AE v2/ca and of 
e (A ) being inner, we get that for any LE v2/cl a mapping 
AL E02/ca exists such that e (L ) = e (AL)' Now, leteEK \A, let 
us set 

L = (eEol 0) 
EE2 ' 

and let us consider the mapping e (A L)' The e (A L )-invariant 
subfield of ~ ,I is 

,Jr/,= !aIE+a2L:al,a2EJi j. 

This field is isomorphic to K. Since e (A L)(A ~) = A ~, it fol­
lows A ~E%; thus, % being algebraically closed, a square 
rootML of A ~ exists in % andALML = MLAL [since % is 
e (Ad-invariant]. Therefore, a mappingJ = M L IAL E02/ca 
exists such that J 2 = E, 34 so that the case in the second line of 
Table II never occurs .• 
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Remark 4: We observe that the case vl/c;::::.fl. XG2 can 
only occur if dirnX> 4. Indeed, let dirnX = 2 and U,{I ,I ;::::.fl •. 

Should vl/ c be isomorphic to fl. X G2, then a basis of X over 
K would exist (see Sec. 2, statement (a)) in which ",{I ,I is repre­
sented by the ring of matrices 

which is not a division ring. 

5. EXAMPLES 

Now, we want to show with simple examples that all the 
cases listed in Table II actually occur. 

In what follows, we will always set K = C, so that) is 
complex conjugation and A = R. 

As a premise, we would like to prove two remarks 
which hold in this case. 

Remark 5: We recall that whenever 0,{l is a semigroup of 
mappings which satisfies the requirements specified in Pro­
position 1, v2/ ,) is isomorphic to R, or to C, or to Q. 

Let '0 ,) = RE. Then, the statements (a) a mapping 
JE('2/ca exists such that P = E [see Sec. 2, case (i)] and (b) its 
converse [see Sec. 2, cases (ii) and (iii)] can be characterized 
respectively as follows: 

(a') for any BEvl/ c
" B 2ER + E, 

(b') for any BEOl/ ca, B 2ER - E 

(here, R + and R - respectively are the positive and the nega­
tive reals). Analogously, whenever (/1/ ol is isomorphic to C 
(we call if; the isomorphism if;:{0'I--+C) and for any BEu/ica 
the mapping e (B ):LEo~'I-BLB -IEv,{l ol is not the identity 
[i.e., case (c) of Sec. 2 occurs], then the statements (a) and (b) 
above can be characterized respectively as follows: 

(a") for any Bel/ ca, if; (B 2)ER +, 

(b") for any BEi/ ca, dJ (B 2)ER -. 

Remark 6: The cases in which v// ca is nonvoid and a 
mapping J = (1/ ca such that J 2 = E does not exist can only 
occur either if dirnX> 2 (whenever (tt ,I = RE or C/I/ ol = CE) 
or if dirnX> 4 (whenever 

{(
aE I 

ul/'I = 0 

Whenever ui/ ,I is isomorphic to R, the proof of Remark 
5 is immediate. Whenever (/,{I ,) is isomorphic to C, the proof 
can be carried out through the following steps: (a) for any 
BE v2/ca, if; (B 2)ER [sinceB 2 is e (B )-invariant); 1f3) ifaBEu~ca 
exists such that if; (B 2)ER +, then the image of the square of 
any mapping of v2/ca is in R + (since v2/ca = BVl/ cl

); (y) state­
ment (v) of Proposition 2 in Ref. 13 is equivalent to the state­
ment that a mapping BE u2/ ca exists such that if; (B 2)ER +. 

Remark 5 can then be used to prove Remark 6 (some 
easy additional considerations are required whenever 

'1/,1 = ((a~1 ~J aEC}). 

We now come back to the problem of giving an example 
for each of the cases listed in Table II. We consider separate-
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ly the four columns in the table and, for any row, we choose 
an example with dirnX as small as possible (see Sec. 4, Re­
mark 4 and, above, Remark 6). Furthermore, the sets of 
mappings are given in matrix form (we represent any antHin­
ear mapping by a matrix followed by the conjugationj 18). 

(i) First colunm of Table II (w a = 0): 

row 1, X one-dimensional: 

W = R,35 

we = C.uC. j; 

row 2, X two-dimensional (see Remark 6): 

(we observe that Wi is a division ring isomorphic to Q), 

wca=C.( ° 
-1 

row 3, X one-dimensional: 

OJ' = C,35 

wc = C •. 

(ii) Second column of Table II: 

row I, X one-dimensional: 

W = RuRaj (O#aEC),35 

0J'c = 0J'\(Oj; 

row 2, X two-dimensional (see Remark 6): 

w = {(:p !)aJ)EC}, 

~). 
row 3, X one-dimensional: 

W = OJCj,35 

wC=R •. 
(iii) Third column of Table II: 

row 1, first case: X two-dimensional: 

Wi = {(~ ~) aEC}, wa 
= WIG ~)j, 

wC=W\(Oj; 
row 1, second case: X two-dimensional: 

Wi = {(~ ~) r,sER }, 

wcl 
= {(~ ~} aEC.}, 

row 2,X four-dimensional (see Remark 6): 

"u'~ {( ~P ~ L D ap,Y,8EC} 
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'U'~'UG ° ~, ° ° 0 0 

1 ° 
'Ud~m 

0 ° i}aEC-} a ° 0 a 

° ° 

c ° 
DJ; 

-1 0 0 wc, = ~eI ~ 
0 ° ° -I 

row 3, X two-dimensional: 

Wl={(~ ~} a J3EC}, ~a=wl(~ ~)j, 

WC 
= wei = {(~ ~} aEC. }. 

(iv) Fourth column of Table II: 

row I, first case, X four-dimensional (see Remark 4): 

"u'~{( ~P 
/3 ° ~} aPEC} a ° ° a 

° /3 

"h"u' U 
° 0) ° ° -1 

° ° ~ j, 
-1 ° 

'U"~{Up ° ° 1) aPE+IOJ, a /3 
-p a 

° ° 
"U~~ 'U" U ° o ) ° ° -1 

° ° ~ j; 

- 1 ° row I, second case, X two-dimensional: see the example for 
column 2, row 2, and interchange W \ (OJ with WC 

16; 

row 3,X two-dimensional: see the example for column 1, row 
2, and interchange W \ (0 J with we. II> 
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The properties of matrix orthogonal polynomials on the unit circle are investigated beginning 
with their recurrence formulas. The techniques of scattering theory and Banach algebras are used 
in the investigation. A matrix generalization of a theorem of Baxter is proved. 

PACS numbers: 02.30.Gp 

I. INTRODUCTION 
Recently Geronimo and Case l

•
2 have used the tech­

niques of scattering theory and Banach algebras to study the 
properties of scalar orthogonal polynomials on the unit cir­
cle (SOPUC) and real line (SOPRL). These techniques have 
provided a unified basis for studying the properties of 
SO PUC and SOPRL and they have shed light on the close 
connection between these two different systems of 
polynomials. 

This article is the first in a series of two articles in which 
we use the techniques of scattering theory and Banach alge­
bras to study the properties of matrix orthogonal polynomi­
als, on the unit circle (MOPUC) and, on the real line 
(MOPRL). Many of the properties of MOPUC and their 
relation to the planar-least squares problem have been inves­
tigated by Delsarte et al., 3-5 and we shall call upon their work 
(especially Ref. 3) many times. Our main concern in this and 
the following article will be to investigate the properties of 
MOPUC and MOPRL beginning with the recurrence for­
mulas satisfied by these systems. As in the scalar case the 
techniques of scattering theory and Banach algebras provide 
a unified basis for studying the properties of MOPUC and 
MOPRL and exhibit the close connection between these two 
systems. 

In order to help motivate our discussion we begin in 
Sec. II with a Hermitian matrix-valued spectral functionp(O) 
on the interval [ - 1T,1T]. Two dual sets of matrix polynomi­
als orthonormal with respect to dp(O) are developed and the 
recurrence formulas they satisfy are derived. The recurrence 
formulas are used to obtain the Christoffel-Darboux formu­
las. In Sec. III we take the recurrence formulas as fundamen­
tal. The techniques of Banach algebras and scattering theory 
are introduced and used to discuss the properties of the Sze­
gO-Jost function. A number of other useful solutions to the 
recurrence formulas are introduced including polynomial 
matrices of the second kind. Finally in Sec. IV it is shown 
that the matrix polynomials are orthogonal with respect to 
some spectral function. Also discussed is a generalization of 
a theorem of Baxter6 which exhibits the close connection 
between the decay of the coefficients in the recurrence for­
mulas and the decay of the Fourier coefficients of the weight. 
Explicit integral representations of many of the functions 
introduced in Sec. III are derived. 

II. PRELIMINARIES 
Let p(O) be a bounded, nondecreasing I X I Hermitian 

matrix on the interval [ - 1T,1T] with an infinite number of 

points of increase. 7 By nondecreasing it is meantp(0,)<P(02) 
for all 0, <02 , (The notation A <B for Hermitian matrices A 
and B means B - A is nonnegative definite.) 

Let! Ck l k = _ 00 be the matrix Fourier coefficients as­
sociated withp(O), i.e., 

Ck = (l/21T) J~ 1T e - ikfJdp(O), k = 0, ± 1, ± 2, .. ·. 

(2.1) 

Since p( 0 ) is Hermitian it follows that 

C_k=C!. (2.2) 

Using the Ck a square block-Toeplitz matrix Tn (P) of order 
I (n + 1) can be constructed as follows: 

[CO 
C_, C- 2 

C "] Tn(P) = ~' Co C_, C'_n , 

Cn Cn_ 1 Cn_ 2 Co 

n = 0,1,2, .... (2.3) 

From the properties of p(O) one deduces that Tn (P) is 
positive definite. Consequently 

(2.4) 

It is now shown that p(O) determines, up to a constant 
right unitary factor, a set of matrix polynomials! ¢ R(z,n) l 
with the following properties (for alternative developments 
see Youla and Kazanjian8 and Delarte et al. 3

). 

(a) ¢ R(z,n) is a polynomial in z of degree n with the 
leading coefficient a I X I nonsingular matrix. 

(b) (l/21T) f"- ,,¢ R(eifJ,n)tdp(O)¢ R(e,B,m) 

= IOn•m z = eifJ. 
To see this, assume that (a) and (b) hold and write 

¢R(eifJ,n)= i K(n,m)eimfJ. (2.5) 
m=Q 

Multiplying on the left by e - iPfJdp(O) and integrating gives 
n 

I Cp_ mK(n,m) = Kt(n,n)-'on.p, O<p<n, (2.6) 
m=O 

or 

I Cp_mH(n,m) = Ion.p, O<p<n, 
m=O 

where I is a I X I identity matrix and 

H(n,m) =K(n,m)Kt(n,n). 

(2.7) 

(2.8) 
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The above equations are equivalent to 

[

Co C_I C_ 2 

C I Co C_ I 

Cn Cn_ 1 Cn- 2 

C _ n ] [H(n,o)] 
C_n+1 H(~,l) 

Co H(n,n) 

~m (2.9) 

where all the entries in the above equation arel X I matrices. 
In order to solve the above equation it is necessary and suffi­
cientthatthedeterminantofthe/(n + l)x/(n + l)matrixon 
the lhs of the above equation not vanish. From Eqs. (2.3) and 
(2.4) one finds that this condition is satisfied. Therefore, 

[
H (n,o)] [0] 
H(n,l) = -I ° 

· Tn (P) • . · . · . 
H(n,n) I 

(2.10) 

Multiplying the above equation on the left by the I X I (n + 1) 
matrix [0,0, ... ,1] and using (2.8) gives 

K(n,n)Kt(n,n) = H(n,n) 

~ [O,O,···J] T .- '"'m (2.11) 

Since T n- 1(P) is positive definite, the above equation deter­
mines K (n,n) up to a right unitary factor. Let us call 
(cp R(z,n) I the right orthonormal matrix polynomials associ­
ated with p(O). To find the left orthonormal matrix polyno­
mials \ cp L(z,n) I, change cp R to cp L in (a) and change (b) to 

(b1) (l/21T)S~ rrCP L(eilJ,n)dp(O)cp L(eilJ,m)t = lon,m' 
Writing 

cp L(eilJ,n) = i J(n,m)eimlJ, 
m=O 

(2.12) 

and following steps similar to the ones given above yield 

[L (n,n),L (n,n - l)· .. L (n,O)] = [1,0,. .. ,0] T n- 1(P), (2.13) 

where 

L (n,m) = Jt(n,m)J(n,m). (2.14) 

Multiplying (2.13) on the right by the I(n + l)Xl matrix 
[1,0, ... ,0], and using (2.14) gives 

Jt(n,n)J(n,n) ~ L (n,n) ~ [1,0,0, .. ·] T.- ,[ II (2.15) 

which determines J(n,n) up to a left unitary factor. The use­
ful relation 

L (n,O) = [1,0,. .. ,0] T;; 1(P)[ 0,0,. .. ,1], = H (n,O), (2.16) 

can be deduced by mUltiplying (2.10) on the left by [1,0, .. ·,0] 
and (2.13) on the right by [1,0,. .. ,0]'. 

Beginning with cp R(z,n) one can derive the recurrence 
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formulas satisfied by these polynomials by noting that 

zn - I [(l/zn)cp R(z,n) - cp L(l/z*,n)tJt(n,n)-IK (n,Oll 
n-I 

= I cp R(z,i)B (i,n - 1), n = 1,2,.... (2.17) 
i=O 

Multiplying on the left by cp R(l/z*,m)tdp(O), m < n, gives, 
using (b) and (b1), 

Kt(n - 1,n - l)Kt(n,n)-lom.n_1 =B(m,n - 1).(2.18) 

Therefore, 

cp R(z,n)K t(n,n) - zncp L( l/z*,n)tJt(n,n)- IK (n,O)K t(n,n) 

= zcpR(z,n - l)Kt(n - 1,n - 1). (2.19) 

The dual relation 

r(n,n)cp L(z,n) - Jt(n,n)J(n,O)Kt(n,n)-lzncp R(l/z*,nf 

= r(n - l,n - l)zcp L(z,n - 1) (2.20) 

follows in a similar manner. 
Following Delsarte et al., 3 it is possible to rewrite (2.19) 

and (2.20) in terms of a single parameter by defining 

En =Jt(n,n)-IH(n,O)Kt(n,n)-1 

= Jt(n,n)-IL (n,O)Kt(n,n)-I, (2.21) 

where (2.16) has been used. Substituting the above equation 
into (2.19) and equating coefficients of zn yields 

I - E~En = K(n,n)-IK(n - l,n - I)Kt(n - i,n - 1) 

XKt(n,n)-I, (2.22) 

which is positive definite. Equation (2.22) implies 

liEn II, < 1, (2.23) 

where the norm used is the spectral norm (i.e., the magnitude 
of the largest eigenvalue). Since K (n,n) is defined only up to a 
right unitary factor, it is convenient to choose 

(I - E~En )1/2 = Kt(n - i,n - I)K t(n,n)-I, (2.24) 

where the Hermitian square root of I - E~En is implied. 
Note that the following identities are easy consequences of 
(2.23): 

En (I - E~En)1/2 = (I - EnE~)I/2En' 

En(I-E~En)-1 =(I-EnE~)-IEn' 

(2.25) 

(2.26) 

Note that (2.21) and (2.24) determine En only up to left and 
right unitary factors independent of n. If the spectral func­
tion is chosen so that Co is equal to I and if 
cp L(Z,O) = I = cp R(Z,O) then the! En I are uniquely 
determined. 

Using the above equations one can recast (2.18) and 
(2.19) to read 

cp L(z,n) - Enc$R(z,n) = z(I - EnE~ )1/2cp L(z,n - 1) (2.27) 

and 

c$R(z,n) - E~cp L(z,n) = (I - E~En)1/2c$R(z,n - 1), (2.28) 

where 

c$ R(z,n) = zncp R( l/z*,n( (2.29) 

As in the scalar case, the above equations can be written in 
the compact form 
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<P(z,n) = C(z,n)<P(z,n - 1), (2.30) 

with 

_ (¢> L(z,n - 1)) 
<1> (z,n - 1) = ¢; R(z,n _ 1) (2.31a) 

and 

C (z,n) = B (Ell )D (z). (2.32a) 

Here 

[ 

(I - EIl E;,)-1/2 

B(EIl )= Et(I-E Et)--1/2 

E (1-EtE )-1/2] 
" n Il (2.33) 
(1 - E~En)-1/2 ' 

fi II f/ 

and 

(
ZI 

D(z)= ° OJ I . (2.34) 

As noted by Delsarteetal.,' B (En) has the following interest­
ing properties: 

B( - E,,) =B(EIl)-I, Bt(EIl)JB(EII ) =J, (2.35) 

with 

J= [
-1 

° 
~]. (2.36) 

The last property classified B (E" ) as a J-unitary matrix. 

Equation (2.30) can be recast in the equivalent but more 
symmetric form 

<1> (z,n) = C (z,n)<1> (z,n - 1), n = 1,2, ... , (2.37) 

with 

( 
¢> Llz,n) ) 

<1> (z,n) = ¢> R( lIz*,nr ' (2.31b) 

and 

C(z,n) 

[ 
z(1 - Ell E ;, )- 1/2 

- E;,(I -£"E;,)-1/2Z -" t I 

E (1-EtE )-1/2ZIl-I] 
II n n 

(I - Et E )-1I2Z-1 . 
" II 

(2.32b) 

The following is an easy consequence of the J-unitarity 
ofB(E,,): 

Theorem 1= Let <P (I)(zl,n) and <P (21(z2,n) be solutions of 
(2.30). Then 

- (-I <1> (lIz1',n)t ° 
= <P 111(lIz1',n - 1)t( - (Z~Zd1 ~)<p121(Z2,n - 1). 

Two important special cases are given below. 
Corollary 1: 

(2.38) 

L [<P II1 ,<P(21]-<P(II(lIz*,n)t( ~I ~)<p121(z,n), (2.39a) 

and 

L [<1>1 11,<1> 121]_<1> 111(l/z*,n)t( ~l ~)<1>121(z,n), (2.39b) 

are independent of n. 
Proof Equation (2.39a) is obtained by setting 

1361 J. Math. Phys., Vol. 22, No.7, July 1981 

Zl = Z2 = z in (2.38). Equation (2.39b) can be proved using 
either (2.39a) and (2.29) or (2.32b). 

Corollary 2 (Christotfel-Darboux formulas): 

¢;R(zl,n)t¢;R(z2,n) - ¢> L(zpnt¢> L(z2,n) 

II-I 

= (1 - Z1'Z2) L ¢> L(ZI,it¢> L(zz,i), (2.40a 
1=(J 

fI -- I 

= (1 - ZIZ~) L ¢> R(ZI,i)¢> R(zz,it (2.40b 
i~ I 

Proof Setting <p1J) = <pi2I andz l = lIz1' in (2.38) gives 

¢;R(ZI,n)t¢;R(z2,n) - ¢> L(zl,n)t¢> L(z2,n) 

= ¢;R(zl,n - 1)t¢;R(z2,n - 1) - Z1'Z 2¢> L(zl,n - 1)t 

¢> L(z2,n - 1) (2.41) 

= ¢; R(zl,n - 1 f¢; R(z2,n - 1) - r/J L(zl,n - It¢> L(zz,n -

+ (1 - z1'Z2)¢> L(Z I,n - 1)t¢> L(z2,n - 1). (2.42) 

Equation (2.40a) is obtained by iterating (2.42) down and 
using the fact that 

(2.43) 

[see (2.11) and (2.14)]. Equation (2.40b) can be obtained by 
setting <p (1 ) = <pi2I, Zl = lIz1' and Z2 = lIz~ in Eq. (2.38), 
then multiplying by - (ZIZ~)" and following procedures 
similar to those that led to (2.43). From (2.40) one can easil} 
show (see Delsarte et al. 3

) that j}L(z,n) and ¢; R(z,n) are non­
singular for Izl';;; 1. 

For Zl = lIz~ in (2.40) one has 

¢;R(lIz*,n)t¢;R(z,n) = ¢> L(lIz*,nr¢> L(z,n). (2.44) 

III. THE RECURRENCE FORMULAS 
Now let us turn things around and begin with the recur­

rence formulas. Thus given a sequence [En 1:;,= I of complex 
I X I matrices satisfying Eq. (2.23), one can uniquely con­
struct, using the recurrence formulas (2.37) and initial 
condition 

¢> R(Z,O) = ¢> L(Z,O) = 1, (3.1: 

a dual sequence of polynomial matrices! ¢> R(z,n) 1 :;' = 0 and 
[¢> L(z,n) 1:;,= o. Furthermore, Delsarte et al. 3 have shown 
that these polynomial matrices are orthogonal with respect 
to a unique spectral functionp(e). 

To proceed further, it is convenient at this point to in­
troduce the techniques of Banach algebras. Let v(n) be a real 
even function of n with the following properties: 

v(O) = 1, v(n» 1, Vn, 

v(n).;;;v(m)v(n - m), Vn,m, 

and 

lim [v(n)] lin = R> 1. (3.2) 
n~oo 
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Let av be the space offunctions such that if gEa v , then and 

(3.3) 
m= - 00 

with 

IIgllv = I u(n)lc(n)1 < 00. (3.4) 
n = - 00 

Let av+ and av- denote those functions in av of the form 

g(z) = I c(k )Zk, (3.5) 
k~O 

and 
o 

h (z) = I b (k )z\ (3.6) 
k = - 00 

respectively. 
If IIgll v is the norm on av, av+ , and av- , then av, and av+ , 

and av- are Banach algebras. We will denote by a the Banach 
algebra where urn) = 1 for all n. It is obvious that 

(3.7) 

Let A v be the class of I X I matrices such that if GEA v' then 
the entries in G are in a v and 

G(z) = I C(k)z\ l/R<lzl<R, (3.8) 
k = - 00 

with 

IIGllv= I u(k)IC(k)l<oo. (3.9) 
k = - 00 

Here C (k ) is an I X I matrix. The matrix norm used above can 
be any Banach space norm with the property 

lAB I<IA liB I, (3.10) 

where A and B are I X I matrices. For convenience the Hil­
bert-Schmidt norm, i.e., 

IB I = (~lbijI2Y12 = IBtl, (3.11) 

will be used. 
A v+ and A v- will denote the collection of functions in 

Av of the form 

G(z) = I C(k)Zk (3.12) 
k~O 

and 
o 

H(z) = I B(k)z\ (3.13) 
k = 00 

respectively. 
IfIiG IIv is thenormonAv,A v+' and A v-' thenAv,A v+' 

and A v- are Banach algebras. We will denote by A the Ban­
ach algebra where urn) = 1 for all n. Again it is clear that 

(3.14) 

Returning to the recurrence formulas, it will be assumed 
throughout the rest of the discussion that 

I u(n)IEn 1< 00. (3.15) 
n=O 

It is useful to define 

¢R(z,n) = a(n)-I~R(z,n) (3.16a) 
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¢ L(z,n) = i L(z,n)/3 (n)-I, 

where 

a(n) = Ii (1 - E;E,)1/2 
i= 1 

(3.16b) 

=(1 - EtEd 1/2(1 - E1E2)1/2 ... (1 - E~En)1/2 (3.17a) 

and 

f3(n) = IT (1 - E,En l/2 

i= 1 

0=(1 - EnE~)1/2(1 - En_IE~_1 )112 ... (1 - EIEtl l12 , 
(3.17b) 

with 

a(O) = f3 (0) = 1. 

Equations (2.23) and (3.15) imply 0 < I a( 00 ) I < 00 and 
0< 1f3 (00) I < 00. (See Delsarte et al.4

) Using the above equa­
tions, (2.30) can be recast as 

¢R(z,n) = ¢R(z,n - 1) 

and 

+ a(n - l)-IE~f3t(n - l)zn¢L(l/z*,n - l)t 
(3.18) 

¢L(z,n) = ¢L(z,n - 1) 

+zn¢R(l/z*,n - l)tat(n - I)E~f3(n - I)-I. 
(3.19) 

These recurrence formulas lead to the following theorem. 
Theorem 2: For every n > 0 

II¢R.L(l/z*,n)tllv< fI [1 + u(i)IE;ly(i - 1)], (3.20) 
i= I 

and for n > m > 0 

II¢R.L(z,n) - ¢R.L(z,m)lIv 
n-I 

< I u(k + 1)IEL I I II¢R.L(l/Z*,k )tllvy(k), (3.21) 
k~m 

with 

y(i) = max(la(i)-11 1f3(i)l, la(i)1 1f3(i)-II), (3.22) 

and 

(3.23) 

Proof Equation (3.21) is an immediate consequence of 
(3.18) and (3.19) while (3.20) follows from (3.18) and (3.19) by 
induction. 

It is clear that the bounds on ¢ R.L(z,n) are the same as 
above. 

Corollary 3: If(3.1S) holds then ¢ R(z,n) and ¢ L(z,n) are 
bounded in norm for all n and there existsjL+ EA v+ and 
j~ EA v+ such that 

II¢R.L(z,n) - j~L(z)lIv_O, (3.24) 

as n-oo. 
In analogy with scalar polynomials orthonormal on the 

unit circle (Geronimo and Case l
), 

f~ (z) = a( 00 li~ (z) (3.2Sa) 

and 

f~ (z) = j~ (z)/3 ( 00 ) 
(3.25b) 
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will be called, respectively, the left and right Szeg6-Jost 
- AR L' . functions. Since the convergence of ifJ R.L(z,n) tol -+- (z) 1S UOl-

form in the disk of radius R;;;. I ,J~L(Z) are continuous on the 
disk and analytic in its interior. This, plus the fact that 
i R(z,n) and rj L(z,n) are nonsingular for Izl < 1, implies that 
I~ (z) and/~ (z) are nonsingular for Izl < 1. 

A second set of matrix polynomials [ If/ (z,n) J l" 

( 
t/!L(z,n) ) 

If/(z,n) = _ t/!R(l/z*,n)t ' (3.26) 

satisfying (2.37b) with initial conditions 

t/!L(z,l) = (I - E ,Ei)-'/2(Z - Ed, 

t/!R(z,l) = (z - Ed(I - ErE I )-1/2 (3.27) 

can also be constructed. These will be called matrix polyno­
mials of the second kind. 

Theorem 3: For every n > I 

II~R.L(l/z*,n)tllv< IT (1 +v(i)IEilr!i-I)), 
i= 1 

and for every n > m > I 
II~R,L(z,n) _ ~R,L(z,n)lI" 

(3.28) 

n - 1 A 

< I v(k+ 1)IEr+,ly(k)IIt/!R,L(l/z*,k)llv' (3.29) 
k=m 

Proof Use procedures analogous to those used in the 
proof of Theorem 2. 

Corollary 4: If(3.15) holds then ~R.L(z,n) are bounded in 
norm for all n and there existj~~ in A v+ such that 

11~R,L(z,n) -j~~(z)II!I-+O, (3.30) 

as n-oo. 
Again j~~ (z) have extensions that are continuous on 

and analytic within the circle of radius R. 
Theorem 4: If (3.15) holds then there exist two solutions 

of(2.37b), 

(3.31) 

and 

(
cP-(z,n)) 

If/_(z,n) = t/!_(z,n) , (3.32) 

with t/!+(z,n), ifJ+(z,n)EA+ and ifJ_(z,n), t/!_(z,n)EA_ satisfy­
ing the boundary conditions 

lit/! I (eill,n) - Ie ± i"II)II-+O (3.33) 

and 

(3.34) 

as n-oo. 
Proof Inverting (2.37b), then iterating upwards and us­

ing the boundary conditions yields the following equations 
for ¢+(z,n) and ifJ+(z,n): 

t/!+(z,n)=z" Ii (I-EiEj)-'/2 
i-=- n + 1 

- z" f Ii (I - EjE]J-1/2EiifJ+(z,i) 
i=n+lj=n+1 

(3.35) 
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and 

-Z" f II 
i=n+lj=n+1 

(3.36) 

Substituting (3.36) into (3.35) then using successive approxi­
mations yield the bound 

II t/!+(eill,n)11 <D(n + l)exPC~~+lIEily (3.37) 

where 

D (n + I) = IT 1(1 - EjEJ)- '/2 11(I - EJEj )- '12 I· 
j~n+l 

(3.38) 

This leads to 

IlifJ+(eill,n)II<D(n + 1) i~~+ I IEJI exp(~t 1 IE il)2 (3.39) 

and 

Iit/!+(eill,n)-einli II (I-EiEj)- '/2 11 
i= n + 1 

<D(n + 1{~~+ llEil)2 exp(~~+ I IEily (3.40) 

Letting z-+l/z, t/!+ -+t/!-, ifJ+ -ifJ-, and E,,-+E: in (3.35) 
and (3.36) gives equations satisfied by t/!- and ifJ-. These in 
turn lead to inequalities for t/! _ and ifJ _ similar to those 
above. 

Since If/ +(z,n) and If/ _(x,n) are linearly independent, 
one can write 

cP (z,n) = If/ _(z,n)A (z) + If/ + (z,n)B (z), Izl = 1, (3.41) 

where each component of If/ _(z,n) and If/ +(z,n) is multiplied 
by A (z) andB (z) respectively. Matrices A andB can beevalu­
ated using (2.39b). Thus 

A (z) = L [If/ _,CP] 

= t/!_(l/z*,n)tifJ R(l/z*,n)t - ifJ_P/z*,n)tifJ L(z,n) 

= I~ (z). (3.42) 

Here Corollary I, (3.33), (3.34), and (3.25) have been used. 
Likewise 

B(z) = -L[If/+,CP] 

= t/!+(l/z*,n)tifJ L(z,n) - ifJ+(l/z*,n)tifJ R(l/z*,n)t 

= I~ (l/z*)t. (3.43) 

For polynomials of the second kind one has 

If/ (z,n) = If/ +(z,n)(~ (Z (l/z*t - If/ _ (z,n)(~ a (z), 

Izl = I, (3.44) 

where 

1~(Z(l/z*)t = t/!+(I/z*,n)tt/!L(z,n) + ifJ+(l/z*,n)tt/!R(l/z*,n)t 
(3.45) 

and 

I~a(z) = t/!_(l/z*,n)tt/!R(l/z*,n)t + ifJ_(l/z*,n)tt/!L(z,n). 
(3.46) 

Similarly 

If/ + (z,n) = H If/ (z,n)(~ (z) + cP (z,n)(~ a (z) ), (3.47) 
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and 

If/ _(z,n) = H<P (z,nlfR+ a (1/z*)t - If/(z,nlfR+- (l/z*n, (3.48) 

where (3.42,43,45,46) and (2.44) have been used. 

IV. THE SPECTRAL FUNCTION 
With the above material one can prove the following 

theorem. 

Theorem 5 (orthogonality): If (3.15) holds then 

(l/21T) f~1T c/J L(eill,n) dp(O)c/J L(eill,m)t = IOn.m 

and 

(l/21T) f~ 1T c/J R(eill,n)t dc/J (O)c/J R(e,/I,m) = IOn.m , (4.1) 

where 

dp(O) =a"(e)dO, (4.2) 

almost everywhere with 

a(O) = I/L+ (eilllf'+ (eill)t]-I = I/~ (eill)tf~ (eill)]-I >0. 
(4.3) 

Furthermore, if det [f'+ (z)] # ° and det [f~ (z)] # ° Iz I <;R, 
then a(z), and a(z)-IEAv' Note that (4.3) gives a right and left 
factorization of a. 

Proof Consider the following integral: 

A = (l/21T) f~1T tP+(eill,n)f'+ (eill)-Ic/JL(eill,m)t dO, n>m. 

(4.4) 

Since tP +(eie,n) andf'+ (eill)-I are analytic inside the unit 
circle and continuous on it, and c/J L(eili,n)t is a polynomial in 
lIz, (4.4) may be evaluated using the residue theorem. From 
the recurrence formulas and (3.1) one finds 

tP+(z,n) =zn IT (I - EiE;)-1/2 + 0 (z" + I), 
i= n + 1 

00 

fL+ (z)= IT (I-EiE;)-1/2+0(z), 
i= I 

and 
m 

c/JL(l/z*,mt= l/zm IT (I-EiE;)-1/2+0(l/zm-l). 
i= 1 

(4.5) 
Therefore, 

A = On.ml. (4.6) 

Alternatively, solving (3.41) for tP+(z,n) and using the result 
in (4.3) yield 

A = (l/21T) f~ 1T c/J L(eili,n) [J,+ (eie)t] -1 f'+ (e ili )- I 

xc/J L(eill,m)t dO 

- (l/21T) f~1T c/J_(eie,n)f~ (eie)[J'+ (e ie )t]-1 

Xf,+eie )-Ic/J L(eie,m)t dO. 

From (2.44) 
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(4.7) 

Therefore the second integral in (4.7) becomes 

= (l/21T) f~ 1T c/J_(eW,n)[J~ (eie )t]-Ic/J L(eili,m)t dO. 

(4.9) 

Taking the Hermitian conjugate of (4.9), then evaluating it 
using the residue theorem and the recurrence formulas, one 
finds that it is equal to zero. Thus 

(1121T) f~ 1T c/J L(eie,n) [J'+ (e ill ) fL+ (eie)t] - 1 c/J L(eie,m f de 

If n <;m in (4.1), the result follows by taking the Hermitian 
conjugate. The dual relation for right orthogonal polynomi­
als can be obtained by using the procedures described above. 
Sincef'+ (e ie ) andf~ (eW

) are nonsingular on the unit circle, 
Eq. (4.3) implies 0(0) > 0. If det 1/'+ (z)] and 

det I/~ (z)] #0, Izl <;R, the Wiener-Levy theorem and Cor­
ollary 3 imply a and 0- 1 are elements of Av. 

Theorem 5 shows how tightly the decay of the Fourier 
coefficients of the weight is linked to the decay of the coeffi­
cients in the recurrence formula. The converse is also true. 

Theorem 6: Let R = 1 in (3.2) and 

(l/21T) fT 1T dp(e) = I, (4.10) 

with 

dp(O) = 0(0) dO, 

almost everywhere. Then (3.15) holds if and only if 0(0) > 0, 
and 11011" is finite. 

This is the matrix generalization of a theorem of Bax­
ter. 6 Before proving Theorem 6 let us consider another use­
ful matrix generalization of a result of Baxter. 

Theorem 7: Let 0(0) > 0, and 11011" be finite. Further­
more, let the matrix functions 

g/~.2(e;l!) = t Gl.2(m)eimll, (4.11) 
m ~O 

and 

fl.2(e i&) = I FI.2(m)eime, p.2EA /, (4.12) 
m =0 

be related by the equation 

(l/21T) f~ 1T g~ (eie )0(0 )e - ikll dO 

= (l/21T) f~ 1Tf1(eili)a(e)e - ike dO, O<;k<;n, (4.13) 

and 

(l/21T) f~ 1T ate )g~ (eili)e - ikll 

= (l/21T) f~ 1T 0(0 )f2(/fi)e - ikl!, O<;k<;n. (4.14) 

Then there exists an integer N and a constant M, both de­
pending on 0(0) such that for all n>N 

(4.15) 
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Here 

fl.2(n) = i FI.2(m)eimO. (4.16) 
m=O 

Proof Hirschman9 has proved this result in the case 
v(n) = 1 for all n and a minor modification of his techniques 
gives the theorem. 

Proof of Theorem 6: That the conditions are necessary is 
a consequence of Theorem 5. To prove sufficiency note that 
(3.16), (3.17), and (4.1) imply 

(l/21T) f~1T u(B)¢L(eiO,n)e-ikOdB = Dk.O ' O<.k<.n. (4.17) 

Since a(B) > 0 and aEAv one can factorize a (Gohberg and 
Krein,lo Gohberg ll ). Thus 

a=DDt=BtB, (4.18) 

where 

B,B -I,D,D -lEA v+, and B t,B t-I,Dt,Dt-1EA v-' 

Therefore, 

(l/21T) f~ 1T u(B)B -IB t(O)-le - ikO dB = Dk,o' 

where 

B t(O) = (l/21T) f~ 1T B t dB. 

(4.19) 

(4.20) 

(4.21) 

Using Theorem 7 one finds that ¢ L(eiO,n)_B -IB t(O)-1 in 
norm. Likewise, ¢ R(eiIJ,n )_D t(O)D -I in norm. Substituting 
(3.16) into (2.27), then multiplying on the right by DD t(O) 
yields 

¢L(eiIJ,n -1)tDDt(O)-1 =¢L(eiIJ,n)tDDt(O)-1 

- e - ino/3 t(n)-IEna(n)¢R(eiO,n)DD t(O)-I. (4.22) 

Noting that the coefficients of e - inIJ on both sides of (4.22) 
are equal to zero, one can write 

II¢ L(eiO,n - l)tDD t(O)-lllv <.II¢ L(eiIJ,n)tDD t(O)-lllv 

+ v(n)y(n)IEn 111¢R(eiIJ,n)DDt(O)-lllv 

- 2v(n)y(n) lEn 111¢R(O,n)D(O)Dt(O)-lllv' (4.23) 

Therefore, 

i v(m)y(m)IEm I [211¢R(O,n)D(0)Dt(0)-lllv 
m= 1 

-11¢R(eiO,m)DDt(O)-lllv] + IIDDt(O)-lllv 

<.II¢ L(e'O,n)tDD t(O)-lllv' (4.24) 

Since¢ L(eiIJ,n)t converges in norm, the lhs of(4.24) is finite as 
n_ 00. The term in the bracket on the rhs converges to one 
while the norm convergence of ¢ R(eiIJ,n) and ¢ L(eiIJ,n) imply 
YIn) is nonzero for all n. Thus the theorem is proved. 

Using Theorem 5, the following expressions for if;L(z,n) 
and if;R(z,n) can now be obtained: 

if;L(z,n) = _1_f1T (e::+z)[¢L(eiO,n)_¢L(z,n)]a(B)dB, 
21T -1T e - z 

(4.25) 

1365 J. Math. Phys., Vol. 22, No.7, July 1981 

and 

if;R(z,n) = _1_ f1T (e'O + z )a(B) [¢ R(eiO,n) _ ¢ R(z,n)] dB. 
21T -1T e'O - z 

(4.26) 

With these expressions and Corollaries 3 and 4,f~ a (z) and 
f~ a (z) can be represented as 

f~ a(z) = -2
1 

f1T (e:: + z) u(B) dBf~ (z), Izl < 1 (4.27) 
1T -1T e -z 

and 

fRa(Z)=f~(Z)f1T (eIIJ+z)'a(B) dB, Izl<1. (4.28) 
• 21T _ 1T e'O - z 

Integral representation for if; ± (z,n) and ¢ ± (z,n) can now be 
derived using (4.27) and (4.28) in (3.47) and (3.48), respective­
ly. For example, 

if; + (z,n) = _1_f1T (eIIJ+z)¢L(eiO,n) 
41T -1T e'O - z 

X a(B) dB f~ (z), Izl < 1. (4.29) 

and 

(4.30) 

Since aEA v , the series given by the above integrals is uni­
formly convergent for Izl = 1. 

V. CONCLUSIONS 
The techniques of scattering theory and Banach alge­

bras have been used to study matrix orthogonal polynomials 
on the unit circle. Using these techniques, the close connec­
tion between the decay of the coefficients in the recurrence 
formula and the decay of the Fourier coefficients of the 
weight has been exhibited. 
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It is shown that very general nonlinear ordinary differential systems (embracing all that arise in 
practice) may, first, be brought down to polynomial systems (where the nonlinearities occur only 
as polynomials in the dependent variables) by introducing suitable new variables into the original 
system; second, that polynomial systems are reducible to "Riccati systems," where the 
nonlinearities are quadratic at most; third, that Riccati systems may be brought to elemental 
universal formats containing purely quadratic terms with simple arrays of coefficients that are all 
zero or unity. The elemental systems have representations as novel types of matrix Riccati 
equations. Different starting systems and their associated Riccati systems differ from one 
another, at the final elemental level, in order and in initial data, but not in format. 

PACS numbers: 02.30.Hg, 03.20. + i 

I. INTRODUCTION 
The object of the present paper is to show how ordinary 

differential systems of arbitrary order 

(1 ) 

having a great diversity of nonlinearity of the Xi' and cover­
ing all cases arising in practice, may be reduced down to 
Riccati systems 

Xi = Ai + BiaXa + Cia{3xax{3' (2) 

i = 1,2, ... ,n, n > k, A,B,C constant 

(summation on repeated Greek indices understood), having 
only quadratic nonlinearity. Finally, reductions ofEq. (2) to 
elemental Riccati systems (ERS) 

(3) 

i= 1,2, ... ,p p(n»n, 

are achieved, wherein each Eijk is either 0 or I in a definite 
and simple pattern. The differing Riccati systems (2) for dif­
feringA,B,C are all subsumed in the same ERS ofEq. (3) 
upon assigning in the latter suitably differing initial data. 

The cost of reduction to the universal ERS formats is an 
appreciable increase in order, p > n > k. This is owing to the 
repeated and systematic use of an ancient and very simple 
device, that of introducing appropriate collectives of varia­
bles and parameters as new variables. 

Notwithstanding this cost, the point remains, first, that 
it is the quadratic nonlinearity alone which may be regarded 
as the ultimate one; and, second, that very general systems, 
Eq. (I), may not only be "quadraticized," Eq. (2), but elemen­
tally quadraticized, Eq. (3). This does not, of course, in itself 
solve nonlinear problems as yet. It does, however, so reph­
rase them into sufficiently simple and universal terms that 
something approaching a general theory of differential non­
linearity may be vizualized, whereas, otherwise, there is only 
a potpourri of special cases, disconnected, incoherent, and 
intractable. 

As so many natural laws and models of natural phe­
nomena have their statements directly in the form ofEq. (I), 
it is scarcely necessary to belabor how ubiquitous and refrac­
tory they are. Let us recall only a few examples of classical 
and of current interest, such as: the many-body problem of 

Newtonian or Hamiltonian dynamics '; the Fermi-Pasta­
Ulam problem2 of nonlinear yet non-energy-equipartition­
ing conservative oscillators; the nonconservative oscillators 
like that of Van der Pol, exhibiting limit-cycles, or like that 
of Lorenz showing "chaotic" behavior'; the Painleve trans­
cendents that stem out of similarity solutions to solitonic 
wave equations4

; the Lane-Emden equations5 for stellar po­
lytropes, and as well the Fermi-Thomas equation for atomic 
potentials; the Navier-Stokes equation of fluid dynamics6 

(when the velocity field is Fourier-analyzed spatially and the 
Fourier series is at first truncated); the nonlinear rate equa­
tions of chemical kinetics,7 which comprise one of the signifi­
cant statements of the nonequilibrium behavior of matter 
(including oscillatory behavior of Zhabotinsky and other 
types), and which rival or exceed in complexity the Navier­
Stokes equation in important situations of high biochemical 
diversity; and the similarly structured rate-laws in models of 
ecological dynamics, such as those due to Volterra. H Several 
of these examples are at the outset in the form of Riccati 
systems, Eq. (2). 

II. REDUCTION TO RICCATI FORMAT 

We may first notice in regard to general differential sys­
tems of type (1) tltat the near-trivial introduction of an addi­
tional variable formally erases the distinction between 
autonomous and nonautonomous problems, according to 

ti = Xi(SI,S2,···,Sk,Sk + I)' tk+1 = I. 

In this view the linear system 

ti = Fia(t)Sa +Fi(t) 

falls into 

(4) 

ti =Fia(Sk+dSa + Fi(Sk+ I)' tk+1 = I, (5) 

which may be considered in present context to be nonlinear. 
This reclassification of Eq. (4) reflects and respects the fact 
that (4) suffers fundamentally from the same difficulty as 
general nonlinear ti = Xi' namely, that, in order to compute 
ti.t;,. .. (by way of formal construction of power-series solu­
tions), one does not generally have a simple recursive rule for 
the computation; the binary products Fia Sa in fact have the 
same character as the products CijkXjXk in the Riccati sys-
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tern (2), and (5) may indeed be made over into a Riccati sys­
tem on this basis, using methods described below. 

A few examples will now be considered to show how, by 
other simple ad joinders of new variables (besides 5 k + 1 ), 
quite diverse differential systems may be cast first of all into 
polynomial ordinary differential systems (PODS) 

TJi = Pi(1]1,1]2,· .. ,1]d, i = 1,2, ... ,1, I> k 

(Pi a polynomial in its arguments). 

Following that, the reduction of PODS to Riccati systems 
will be described. 

Consider three particles in nonrelativistic motion under 
Yukawa forces with potentials 

V!2 = g12 [exp( - A1rd]/r 12, etc, 

and equations of motion 

m1f1 =gdr1-r2)(11~2 +A/~2)exp( -A1rd 
+ g3,(r 1 - r3)(1Id, + A3/~1) exp( - A3r3tl, etc, 

(6) 

where etc stands for the remaining potentials and equations 
of motion obtained by cyclic permutation of 1,2,3. This, of 
course, stands for a little prototype of the many-body prob­
lem, whose generality may also encompass more particles, 
other sorts of central as well as noncentral forces, many­
body forces, dissipative forces, etc., without harm to the 
thrust of the following type of construction. 

Write 

U, = l/r 12, u2 = 1/r23' U3 = l/r31 , 

rij = [(Xi -Xj )2+(Yi - Yj)2+(Zi -ZjfJI/2, 

W, = exp( - A1r I2 ), W 2 = exp( - A2r23 ), 

W3 = exp( - A3r31 ), 

and then Eqs. (6) go over into the polynomial system 

m,v1 =gl2wdu~ + .il 1uT)(r 1 - r2) 

+g31W3(U~ +A3u~)(r1-r3)' 

U, = - Ui(V1 - v2)"(r, - r2), 

WI = - .il 1W 1U1(V 1 - v2)"(r 1 - r 2), 

etc. 

We have also 
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- (v, - v2)"(r, - r 2)(ui - +) 
r 12 

- (v, - v2)"(r, - r2) 

x (UT + ~ + _1 )(U __ 1 ) 
r'2 rT2 1 r'2' 

= - A1(v, - v2)-(r, - r2{ W,U I -

= -.ildv,-v2)"(r 1-r2) 

X [w,(u, - _1_) + _1_ [WI - exp( - .il,rdl ], 
r12 r'2 

etc, 
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(7) 

or 

( 

U,- _1 ) 
X rIO 

W, - exp( -A,r'2) 

etc, 

telling that the initial data 

U 1 - 1Irl2 = 0 } 
WI - exp( -.il,rd = 0 

etc at t = to, (8) 

persist for all times, and that, upon these data, Eqs. (7) en­
compass Eqs. (6) with perfect fidelity. 

Thus is achieved, through systematic use of the old de­
vice of bringing in suitable new variables, a recasting of the 
original problem (6) in ri,vi over into its faithful rerepresen­
tation as the PODS (7) in ri,Vi,u"Wi. with the proviso of the 
initial data (8). Absent this proviso, the system (7), being of 
higher order than (6), overreaches itself in stating, as it stands 
alone, quite a lot more than (6). The proviso then remedies 
this overstatement, trimming (7) to exact faithfulness to (6). 

Consider next the following somewhat contrived illus­
trative problem. A plane pendulum, with an arm of negligi­
ble mass compared to its bob, has a temperature oscillation 
impressed upon it, producing a prescribed alteration of its 
length say, 

r = a + /3 sn(yt, k), 

with sn being the Jacobian elliptic function of modulus k. 
The equation of motion for this arm-variable pendulum is 

~ (re ) = - gr sinO 
dt 

or, using the above device of making the system formally 
autonomous, 

e=UJ, 

2/3yUJ cnyT dnYT 
UJ = -

g sinO 

a +/3snYi a + /3 snYT' 
7 = 1. 

Introduce new variables 

5 = snYT, 1] = cnyT, S = dnYT, 

U = sinO, v = cosO, W = (a +/35)-', 

to bring the PODS 

e = UJ, OJ = - 2/3yUJ1]Sw - guw, 

7=1, t=y'YJS, 

TJ = - Y5S, ~ = - yk 251], 

U = VUJ, V = - UUJ, W = - /3yUJ 21]S-

(9) 

(10) 

The overstatement here, as earlier, is remedied by re­
marking that (abbreviating the sn,cn,dn as s,c,d) 
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!!...- 17 - c G
-S) 

dt -d 

- (17 + C)'fJ - S) 
5 +s 17- C 

o -d 

d (U - Sine) (0 
dt v - cose = - III 

lll)(U - Sine), 
o v - cose 

!!...- (w - _1_) = _ (lY17; (w + _1_)(w __ 1_), 
dt a + (ls a + (ls a + (ls 
so that if we impose the initial data 

S-S=17- c =;-d=O } 
I at t = to, 

U - sine = v - cose = w - (a + (ls)- = 0 

then these relations are maintained for all times. And so, 
upon these data and none other, the enlarged system (10) 
comprises the starting system (9) faithfully. The starting sys­
tem has been "polynomialized." 

The examples have been chosen to be a little involved in 
order to illuminate and buttress the contention being made 
that even quite complex starting differential systems will 
yield to reduction to PODS. In particular the lesson is clear 
that the presence of transcendental functions in the initial 
differential system is no bar to polynomialization. The pro­
cess illustrated above of effectively "differentiating-away" 
the transcendents, as with snyr, sine,exp( - Ar), is evidently 
very far-reaching. One can see quite easily that, so long as the 
initial system involves transcendental functions which are 
themselves controlled by differential equations of finite or­
der of a wide variety (including the circular, hyperbolic, el­
liptic, hypergeometric, Bessel, etc., functions of classical 
analysis-but excluding the like of the gamma function 
which obeys no differential equation of finite order), then the 
scheme of introducing new variables and differentiating­
away the transcendents becomes practicable. While further 
characterization of the polynomializable differential sys­
tems is not simple, their scope certainly spans rational and 
irrational functions, and certainly an appreciable class of 
transcendents (including also rational or irrational functions 
of transcendental functions and vice-versa, as well as many 
kinds of transcendental functions of transcendental func­
tions). The reader may find it interesting to try to build dif­
ferential systems from the familiar functions of classical 
analysis (excluding the gamma or like functions failing to 
satisfy finite-order differential equations) which are not 

polynomializable. 
When one thinks at the outset of computing from 

ti = Xi the succession ti,t;, '" toward thereby building a for­
mal solutiont;(t) as, say, a Taylor series, one recognizes that 
the differentiating-away process that produces ili = Pi is 
simply of the nature of a systematic means for handling the 
peculiarities of the assorted special functions entering Xi 

through, in effect, extruding the peculiarities into that much 
simpler condition represented in their assorted individual 
defining differential equations, that is, through exploiting 
the simple recursive relationships between the functions and 
their derivatives. Both the "gross" structure of Xi consid­
ered as a function of other functions, as well as the "fine" 
structure of these other functions, will in very many cases be 
capable of being differentiated-away. 

We will now take it for granted that the redescription of 
an initial differential system by means of an equivalent 
autonomous PODS has been performed, and examine 
whether and how PODS may be reduced down to quadratic 
or Riccati format. 

Let us begin with a simple example, 

1] = ao + a l 17 + a217
2 + a317\ (11) 

going a step beyond the well-known classical Riccati 
equation 

il = ao + a l 17 + a217
2

, 

where the ai are prescribed constants. Using again the device 
of bringing in additional variables, let; = 172

, giving the joint 
system 

1] = ao + a l 17 + a2; + a3;17, (12) 

t = 2ao17 + 2a l ; + 2a217; + 2a3;2. 

This is a Riccati system in that only terms up to quadratic 
degree enter the right-hand members. As previously, we 
have an overstatement in this second-order system, again 
remediable by computing 

!!...- (; - 172
) = (2a I + 2a3; )(; - 172

), 
dt 

and insisting on initial data 

; - 172 = 0 at t = to 

that perpetuates; = 172 for all time, ensuring that Eq. (12) 
holds perfectly to Eq. (11). The decrease in polynomial de­
gree has been traded for an increase in order, with appropri­
ately restricted initial data. 

In this same vein, for the general PODS we have 

1]i = P i (17!r) = polynomial in 17 of degree r at the highest 

= CP~) + cp la 17a + cp ~a(317a 17(3 + cP ~x(3y 17a 17(3171' + cP ~(31'O 17" 17(3171' 170 + ... + cp ;a(3 ... pa 17" 17(3""'17p 17a' 
r-fold monomial 

( 13) 

i = 1,2, ... ,1, 

and may introduce Xi) = 17,17) to give 

il, = CP~) + cP la 17" + cP ~,(3Xa(3 + cP '/a(3yXa(317 1' + cP ~X(3YbX,,(3171' 17b + ... + cP ~"(3,,,pf7Xa(317y 170 "'17 f,17", (14) 

and additionally 
. ",0 ",I ",2 ",3 

Xi) = '¥ 117) + '¥ laX,,) + '¥ ia(3Xa(317) + '¥ laby X a(3X1') 

+ CP~(3y8Xa(317yXb) + ... + CP~a(3y ... paXab17y178"·17f'Xa) + [*], (IS) 
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where [*] means the same terms as first written but with i and 
j interchanged. 

The introduction of the x's into r, i ,xij is at the outset 
ambiguous, and the ambiguity has been resolved in the par­
ticular way shown for the sake of a certain convenience. 
Namely, when we calculate 

d 
dt (x ij -lI,lIj) 

= cP fa (X"j - lIa 11 j) + cP ~af3yXaf3(Xyj - lIy 11 j) 

+ ... + cP 7af3y'" puX af3l1y "·11 p (XUj - lIu 11 j) 

+ [*], 

we have that, if initial data 

xij - lIillj = 0 at t = to 

are prescribed, then theconnectionxij = lIill j is maintained 
for all time. And then the joint system Eqs. (14) and (15) in all 
the A = I + V (I + 1) variables 

or, say, U I ,U2, ... ,UA is of structure 

(16) 

while being exactly equivalent to the starting system, Eqs. 
(13). So quite generally a decrease of polynomial degree is 
achieved, albeit at the expence of an increase in order (to­
gether with restricted initial data). 

By repeating this type of process r - 2 times in all, with 
due increase in order along the way and with due restrictions 
on initial data, we have the result that very general starting 
systems may,following their preliminary reduction to polyno­
mial systems, be brought down to a Riccati system 

Xi = Ai + BiaXa + Ciaf3XaXf3' (17) 

which is, under suitably restricted initial data, exactly equiv­
alent to the starting system. 

As will be at once evident, the Riccati system cannot, on 
the above basis, be reduced any further. The quadratic non­
linearity stands as the final intrinsic one. If, however, one 
persists in grouping XjXk as a single new variable, linear 
equations plus new Riccati equations follow, and continuing 
in this way produces a linear system of infinite order, as will 
elsewhere be discussed. 

Certain kinds of Riccati systems have been discussed9 

from the viewpoint of exact linearization procedures, akin 
more or less to that for the classical elementary Riccati equa­
tion, but none so far has proven to be comprehensive. 

III. CONCLUSION: ELEMENTAL RICCATI SYSTEMS 

The reduction scheme that has been advanced, running 
from general differential systems to PODS to Riccati sys­
tems, admits further simple reduction to elemental or "ca­
nonical" forms of Riccati systems. 

It may be noticed first that Riccati systems are formally 
reducible, in many ways, to systems with only quadratic 
terms. The simplest way is to adjoin one more variable to Eq. 
(17), 
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Xi = Aix~ + I + B,axaxn + I + Ciaf3XaXf3' 

xn+ I = 0 
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with the initial datum Xn + I = 1. That is, linear terms may 
always be quadraticized, though not conversely. It is suffi­
cient then to deal always with 

Xi = Diaf3XaXf3 (18) 

of arbitrary order, or, in a condensed notation, 

i = xox, (aOb)i=Diaf3aabf3' 

where D ijk can always be counted as having a prescribed 
symmetric part inj,k, plus an arbitrary skew-symmetric part 
inj,k. The Riccati problem (18) is then characterized by com­
mutativity of the binary operation 0 (when D is taken purely 
symmetric) but by nonassociativity a(boc)# (aob)oc in 
general. 

Rewrite Eq. (18) as 

X, = (D iaf3 x f3 )xa 

Xiax a , 

and consider the outer product 

with 

X ij = U ijAA · 

Then 

or 

Vijkl = DijkXIUXU 

= DijkXuXIU 

(19) 

(20) 

with initial data Uijkl(O) = DijkXI(O). The quadruple indices 
to U here may be understood to run, for example, in dictio­
nary order 1111,1112,.··, which may in turn be designated 
anew as 1,2,.··, so that Eq. (20) is itself a Riccati system 

(21) 

with all Eabc zero or unity in accordance with Eq. (20). 
The integration of the Riccati system (19) is thus made 

to depend on that of the elemental Riccati system, Eq. (20) or 
(21). 

The ERS ofEq. (20) may also be seen as a type of matrix 
Riccati system as follows. Write Eq. (20) as 

U ijkl = UijkuOuvO A/1 U lvA/1' 

and regroup as 

Ulikl = Ulikl,j IvAIUlvAI 
Ii lU UJ..l I,l t 

(,j IvA 1-0 ° ) 
u/-l==avAJ.l" 

(22) 

Now designating the collection of square matrices U 1111, 

U I121 dA(1IIA(121 UIU2 dAIA2 ( . ,.··an L.I ,L.I ,.··as , ,.··an L.I ,L.I ,. •• gomg,say, 
in dictionary order for the double superscriptsjk ), Eq. (22) is 

Vi = U'L! y{jy. 

Also, under linear transformation 

U ijkl = r jkaf3 Vaf3il' 

Eq. (20) goes over to 

Vabil = Vabiur uA pr V prlA , 

or to 
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viz., 

Vi = vir rjlr, 

while, under the quite different transformation 

Uijk/ = A kiap WaPj/' 

Eq. (20) reads 

Wabj/ = Wabj<7A ,H/lv W/l V <7A' 

W(abl_ W(abIW{!JvIA (!Jvl 
j/ - j<7 <7A AI' 

W i = wiwrA r. 

Since the "direction" ofW-( WI, W 2
,. •• ) remains fixed (all 

derivatives of Wi being proportional to Wi), we may take 

Wi(t) = Wi(O)Z (t )=Q iZ, 

and deal with the scalar Z according to 

Z=ZQrZA r, 

Z(O) =1. 

Similar scalar equations follow by similar means for U i and 
Vi above. 

The simple case here of Z commuting with all A i brings 

Z=ZQrA rz 

with solution 

But, as examination shows, this is oflittle use in view of the 
severe restrictions that come to be placed upon Dijk . 

The theory of matrix Riccati equations9 appears so far 
to be limited to single matrix equations of a particularly sim­
ple type, and is of no evident bearing in connection with the 
present matrix Riccati systems in Ui, Vi, Wi or the single 
matrix Riccati equation in Z. 

Finally, another sort of reduction of general Riccati sys­
tems (17) to elemental form may be considered in an addi­
tional differentiating-away procedure. In (17) place Xi = Yi' 
so that 

Yi = (Bia + 2Ciapxp)Ya 

(Cijk = Cikj ), i = 1,2, ... ,n. 

Calling 

Yij=Bij + 2Cijpx/3' 

we have 

Jrij = 2Cij/3 Yp, 

or 

Yij = ZijP Y/3' Zijk = 0. 

In all, the Riccati system 

Yi = Yiu Yu' Jr'j = ZijP Yp, Zijk = 0, 

follows from Eq. (17), with initial data 

Yi(O) = Ai + Biaxa(O) + CiapXa(O)xp(O), 

Yij(O) = Bij + 2Cij/3xp(0), 

ZijdO) = 2Cijk , 

and with X, computed from y, by quadrature. 
A convenient redesignation of Y, Y,Z is 
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(23) 

YII'YI2,00"Yln;00,;00'Ynn in dictionary order 

ZIII,ZII2,oo"Zlln ;oo.;oo.Znnn in dictionary order 

Then the system (23) is 

Zi = Etxpzpzu, i = 1,2,00.,n + n2 + n3
, 

with coefficients 

E0k = 0ljOni+ I,k + 02j Oni+ 2,k + 00. + OnjOni+ n,k' 

For example, for a starting Riccati system of second order 
(n =2) 

E 0k = 0 1 j02i + I,k + 02j02i + 2,k 

i,j,k = 1,2,00.,14, 

and the square matrices [E ~ ] jk have unity in the (1 ,2i + 1) 
and (2,2i + 2) positions, and zeroes elsewhere. 

This completes the statement of the second form of re­
duction to an elemental Riccati system. 

In summary, it has been shown, through a chain of ele-
mentary steps, that the reduction scheme 

very general nonlinear systems~ 

polynomial systems~ 

Riccati systems~ 

elemental Riccati systems, 

performs a universalization of nonlinear differential 
systems. 

The reduction to elementary universal formats in Eqs. 
(20) and (24) is, of course, bought at the price of appreciable 
increase in order of the ERS. So long as one wishes to survey 
the general situation of initial Riccati systems (17) bearing a 
great burden of general parameters Ai,Bij,Cijk' the shifting 
of this burden into the initial data of structurally simple ERS 
clearly must cost this price. It is to say simply that great 
parametrization may be viewed in terms of great order. 
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U sing a regularization of the classical Kepler problem, we show that a change of process and a 
change of time in stochastic differential equations allow a treatment of singular potentials in 
Wiener integrals. 

PACS numbers: 02.30.Jr, 02.50.Ey, 03.65.Db 

1. INTRODUCTION 

It has been known since the thirties that in some sense 
the Coulomb problem is equivalent to the harmonic oscilla­
tor problem. See for example Ref. 1. More recently it has 
been used by J. Schwinger in his lectures to solve the problem 
of the hydrogen atom. Heuristically it suffices to observe the 
close relationship between the Laguerre and Hermite poly­
nomials. 2 More generally it has been demonstrated by D. 
Fivel3 that a solution I/; of the radial Schrodinger equation 
for a spherically symmetric potential of the type 

VIr) = (glr) + (G Ir)u(r) 

and of energy E, can be transformed into a solution q; of the 
radial Schrodinger equation 

- -q;" + _Ky2 + GU(y2) + _ ;- q; = €q;, 112 [ I 112 A, (A, 1) ] 
2m 2 2m y 

where one has made the following substitutions 

r = y2, I/;(r) = y'/2q; (y), 

and the identifications 

- 8E = K, € = - 4g, A, = 21 + !. 
See also, F. Goded.4 

Moreover, it should be noted that these transforma­
tions have made it possible to find the discrete spectrum of 
the hydrogen atom from the one of the harmonic oscillator. 
The three-dimensional Coulomb problem was related to the 
two-dimensional harmonic oscillator, for instance, in Ref. 5 
and to the three-dimensional oscillator in Ref. 6. The con­
nection between the nonrelativistic quantum mechanical ei­
genvalue problem and a Lie algebra eigenvalue problem has 
been extensively developed. See, e.g., A. O. Barut.? 

A similar correspondence exists also at classical level as 
has been noted by P. Kustaanheimo and E. StiefelX and was 
used to regularize the Kepler problem in R 3 by mapping R 3 

into R 4 and by an appropriate change of time. In R 4 the 
equations of motion of the Kepler problem are also linear 
differential equations with constant coefficients, thus re­
maining completely regular at the center of motion. In 1979 
I. H. Duru and H. Kleinert'! used these transformations to 
express the Green's function of the hydrogen atom calculat­
ed as a Feynman path integral in terms of the Green's func­
tion of the four-dimensional harmonic oscillator. 

However, the mathematical theory of Feynman path 
integral 10-12 does not allow one to deal rigorously with the 

"'On leave of absence from the CPT CNRS (Marseille). 

case of a singular potential like the Coulomb potential. This 
is the reason why in this paper we treat the corresponding 
imaginary-time Schrodinger equation which can be solved 
by the Wiener integral. In the past decade the method of 
associating stochastic processes with quantum theories for 
imaginary times has become more and more important. See 
Ref. 13 and the references therein. In the first section we 
briefly review the results known about the connection be­
tween stochastic differential equations and elliptic equations 
and Ito's formulas of stochastic calculus. We also recall the 
formulas allowing a stochastic change of time. 

The second section deals with the well-known results of 
A. Hurwitz about the composition of quadratic forms. 

The third section gives the main result of our paper, 
namely that through a change of variables and the introduc­
tion of a stochastic time one can map the stochastic differen­
tial equation associated with a harmonic-like potential in R N 

into the stochastic differential equation associated with a 
Coulomb-like potential in R n. Finally, special cases are con­
sidered, in particular the pure harmonic oscillator in four 
dimensions. 

Our purpose is to stress that the method we describe is 
especially well suited to the treatment of perturbations of the 
Coulomb potential as was the case in classical mechanics. x 

In a later publication we intend to elaborate this point. 

2. SOME RESULTS ABOUT STOCHASTIC CALCULUS 

In this section first we briefly describe the well-known 
results about the connection between the elliptic equations 
and the stochastic differential equations (see, e.g., Ref. 14 for 
more details). 

Given an equation of the type 

{ 
a2 } al/; - I bikb)k -- + V(x) I/; =-, 

ax,ax) at 

for which there exists a strictly positive solution ifJo, one 
makes the change of function 

I/;(x) = ifJo(x)ifJ (x), 

and ifJ satisfies the parabolic equation 

aifJ a2 aF aifJ 
- = - Ib'kbjl, --ifJ + 2 Ib'kb)k --, 
at ax, ax} ax, ax) 

where F = InifJo. 
The solution of this equation with initial condition q; 

(with appropriate regularity properties) is given by 

ifJ (t,x) = E,x {q; (5 (t))}, 
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where S is a stochastic process solution of the stochastic dif­
ferential equation 

where the Wi are independent Wiener processes. 
Ito's lemma (formula) allows us to consider a change of 

variables, viz. ifu isaC 2 function then U(Si(t)) = ; (t) defines 
a stochastic process which satisfies the stochastic differential 
equation (Ito'S lemma): 

d;(t) =A dt+ I Bjdwj , 

where 

N au 1 N a2u N 

A = I -ak + - I -- I bijbkj , 
k= I aXk 2 i= I aXiaXk j= I 

N au 
Bj = I --bkj • 

k= I aX k 

In what follows we shall need a change of time and this can 
be made through the introduction of a family 7, of stochastic 
times defined by 

t = f' ds g((; (s)), 

where g is a positive continuous function for which 

i oc 

g(; (s)) ds = 00, 

with probability one. Introducing the random process 

1](s) =;(7s )' 

the new random process 1](s) satisfies the following stochas­
tic differential equation: 

A Bj 

d1](s) = g(1](s)) ds + I [g(1](s))] 1/2 dwj • 

See Ref. 14 for a proof of this result. 

3. THE THEOREM OF A. HURWITZ ABOUT 
COMPOSITION OF QUADRATIC FORMS 

Let us consider the following problem: For which value 
of N does there exist a formula 

(xi + .•. x~)(Yi + ..• y~)=zi + •.• +z~, (3.1) 

where thez i are homogeneous bilinear forms inx andy? This 
problem has been solved by A. Hurwitz lS for quadratic 
forms over the complex field. The theorem of A. Hurwitz 

XI X 2 X3 X 4 Xs X6 

-X2 XI X 4 -X3 X6 -Xs 

-X3 -X4 XI X 2 X 7 -Xg 

B(x)= 
-X4 X3 -X2 XI -Xs -X7 

-X5 -X6 -X7 Xs XI X 2 

-X6 Xs Xs X 7 -X2 XI 

-X7 -Xg Xs -X6 -X3 X 4 

-Xg X 7 -X6 -X5 X 4 X3 
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states that this is only possible if N = 1,2,4, or 8. The case 
N = 1 is trivial and we will discuss the other cases briefly. 
For a proof see Refs. 15 and 16. 

The assumption about Z implies that 

z=B(x)y, (3.2) 

(3.3) 

and (3.1) is equivalent to the condition on the matrices B k 

'BkBk = 1, 

'BkBi+'BiBk=O, k=l=l, 

as a special case for x = Y 

+z~=(~xJr 
and the matrix B (x) satisfies the condition 

'B(x)B(x) = Ix12. 
For N = 2 one has explicitly the matrix B (x). 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

B(x) = I:: -::~21· (3.8) 

This matrix has the following geometrical interpretation. 
Let z = x I + iX2 be the plane of the trajectory of a mov­

ing particle. For regularization purposes Levi-Civita l7 has 
introduced a parameter plane W = x I + iX2 mapped onto the 
physical plane conformally by the transformation 

2 2 
Z = w2, YI = XI - x 2 (3.9) 

Y2 = 2x lx 2• 

Accordingly, parabolic coordinates are introduced in the 
plane of motion. A conical section centered at the origin of 
the w-plane is transformed into a conical section of the z­
plane having one focus at the origin. For this reason the 
transformation is a very practical method for the discussion 
of the Kepler problem. 

For N = 4 a generalization of this transformation is 
en by 

(3.10) 

X 4 -X3 X 2 -XI 

Notice that ~iB (X)~Xi = 0, the mapping X_Z is actually a 
mappingofR 4intoR 3. This is exactly what we wantto study 
motions in R 3. R 4 is mapped into R 3 in Levi-Civita's style. 
That is to say, distances are squared and angles at the origin 
are doubled. For N = 8 a matrix satisfying the required 
properties is, for example, 

X 7 Xs 

Xs -X7 

-X5 X6 

X6 Xs 

X3 -X4 
(3.11) 

-X4 -X3 

XI X 2 

-X2 XI 
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Again we remark that 
8 

L B (X):X, = 0, i = 2,3, ... ,8. 
I~' 

Hence x-z is a mapping from R 8 into R. 
Remark 3.1: The matrix B (x) has the following basic 

properties: the elements are linear homogeneous functions of 
the Xi; B (x) is orthogonal in the following sense: the scalar 
product of two different rows vanishes and each row has the 
norm Ix21 = x~ + ... + x~. 

Remark 3.2: For N = 4 the matrix B (x) is connected 
with the rule of multiplication of quaternions and for N = 8 
with the multiplication of octonions. 

4. TRANSFORMATION OF THE STOCHASTIC 
DIFFERENTIAL EQUATION 

Let us consider the following elliptic equation, 

au 1 N a2 m (N 2) 
- = - - L -2 U + -il L Xj u, 
at 2m i ~ I ax j 2 i ~ I 

(4.1) 

which is the Schrodinger equation (with imaginary time) for 
a potential which is rotationally invariant in N dimensions. 

Let us assume that 

il (z)- 00, z- + 00, 

which ensures that the spectrum ofthe Hamiltonian is pure­
ly discrete. Moreover, we assume that the ground state ¢>o is a 
positive nonzero function (see Ref. 18 for the conditions on 
il). 

Our first observation is that ¢>o is rotationally invariant, 
hence 

¢>o(x) = <P{tl xJ). (4.2) 

Consequently the drift term in the associated stochastic dif­
ferential equation is of the form 

Ai = - F( i X7)Xo 
1= I 

(4.3) 

and the stochastic differential equation can be rewritten as 

( 
N ) 1 d1Ji(t) = - F L 1JJ 1Jj(t) dt + --1-/2 dwi(t), 
j~1 (2m) 

i = 1,2, ... ,N, (4.4) 

where the Wi are independent Wiener processes. 
Now let us consider n matrices B j from R N to R N with 

real entries, such that 

'BiB j= 1, (4.5) 

'B'Bi+'BiBi=O, 'r:Ji=lJ. 

We have discussed in Sec. 3 the possible choices of Nand n. 
Nevertheless, these matrices allow us to define a transforma­
tion from R N _R n 

N 

y;(x)= L (Bk):XkX,. (4.6) 
k.'~ I 

Then if we define a new stochastic process ;j(t) for i = 1, ... n 

(4.7) 

Ito's formulas allow us to write the stochastic differential 
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equation satisfied by the ;j' Explicitly, 

ay. N 
__ I = 2 L (BI)~X,. 
aXk '~I 

Hence 

whereas 

a2 Yj 
=2(Bk):. 

axkax, 

Hence 

N a2 Yj L - =2c .. 
k~ I ax~ , 

Consequently 

d;j(t) = ( - 2 F{P:;i(t )2] il2};;(t) + 2c j ) dt 

2 ~ k / + - ~ (B )j1Jdt)dw/(t). vm k.l~1 (4.8) 

We introduce now a stochastic time 7, (see Ref. 14) through 
the formula 

t = f'dS [it/j (S)2] 112. 

Then if we define a new stochastic process B; 

Bj(s) = ;j(7s )' i = 1,2, ... ,n, 
it satisfies 

(4.9) 

(4.10) 

2 LN k I + I (B );1Jd7,jdw/(s). (4.11) 
m l/2 [~B;(S)2] I 4 k.l . 

Equation (4.11) can be simplified by the following remark. 
Let Si be the stochastic processes whose differentials are giv­
en by 

dSi(s) = m~/2 [~Bj(~)2]il4 ~(Bk):17k(7,)dw,. (4.12) 

They are independent Wiener processes. 
Indeed, let h be a smooth function. Then 

H(t,x) = E,x [h [s(t)l], 

satisfies the differential equation 

a 2 n a2 

-H(t,x) = - - L -2 H(t,x), 
at m i~ I aXi 

(4.13) 

with the initial condition limhO H(t,x) = h (x). Hence if we 
specialize h to be 

h (x) = exp(i L A.iX;) 

we get 

H (f,x) = exp( - ~ LA. 7 + i L A.;x i ). (4.14) 

Hence the result. 
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Consequently one writes Eq. (4.11) as 

d0(s) = - 2 ; 0.(s) + ; ds { 
F[ [l:0 (S)2]1I2) 2C} 

, [l:0/(s)] 1/2 ' [l:0;(sf] 1/2 

2 + 172dt;. 
m 

(4.15) 

Notice that for N = 2 and N = 4 the c;'s are zero but for 
N = 8, C 1 = 16. Solutions of differential equations of this 
form have been called "distorted Brownian motion." See, 
e.g., Ref. 13. 

Now let us consider a C 2-bounded function cp on R 3. 

Then 

t/'(s, y) = Esy [cp [0;(s)]], 

satisfies the parabolic equation 

at/' F [(l:7~ 1 y;)1/2] n at/' 2 n a2t/' 
-a - 2 n 2) 1I2L Yj -a + - .L -a 2 

s (l:;~lY; J~l Yj m'~l Y; 

(4.16) 

= 0, (4.17) 

which actually corresponds to a (imaginary time) Schro­
dinger equation with the spherically symmetric potential 
given, up to a constant, by 

V(R) = (l/2m')(VA +A.A), m' = m/4, (4.18) 

A being the drift in (4.3). 
Explicitly from (4.15) we have the new potential (in the 

caseN = 2,4) 

V(R)= ~, [2F(R)2_F'(R)- 2F~R)], (4.19) 

which corresponds to the old one 

vIr) = J.. [F(r)r - 2F'(r)r - 4F(r)]. (4.20) 
m 

As a special case we recover the pure Coulomb poten­
tial if F is a constant, i.e., if vIr) is a harmonic potential. 

We can summarize our results in the following. 
Theorem 4.1: To any stochastic process 1] in R N 

(N = 1,2,4,8) the solution of the system of stochastic differ­
ential equations is 

d1]i(t) = - F [itl 1]i(t)2 ]1];(t )dt + (2~)l/2 dw;. 

where the w; 's are independent Wiener processes and F such 
that the solution is unique. One can associate a stochastic 
process 0 in R n (n = 1,2,3,1) by the following relation 

o (s) = B (1]T,)1](7,), 

where B (x) is an N XN matrix whose entries are linear and 
homogeneous in x; and satisfy 

N 

'B (x)B (x) = LX;, 
i= I 

and the stochastic time 7s is defined by 

s = iT

' dt Ltl 1]1(t)t
/2

• 

The random process 0 in R n satisfies the stochastic differen­
tial equations 
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{ 
F[[l:0;(sf]1I2] C,} 

d0;(s) = - 2 [l:0;(s)2] 1/2 0 i (s) + [l:0;(sfr/2 ds 

2 
+ vm dsi , 

where Si are independent Wiener processes. 
Corolary 4.2: For F =liJ (a positive constant) and N = 4 

the process 0 in R 3 is associated with the pure Coulomb 
problem with a mass m' = m/4 and a coupling constant 
g = 2liJ. 

Remark 4.1: The previous result can be applied to the 
radial (imaginary time) Schrodinger equation if we remark 
that the centrifugal potential in R N (N;>2) is of the type 

k (k + N - 2)1r, 

and can be absorbed in the solution through a change of the 
drift term. Explicitly one has the equation 

a 
-U(t,r) at 

1 [a 2 
2a+N-l a] =- --+2Infl+ -U(t,r). 

2m ar r ar 

Then we are reduced to the previous case for one-dimension­
al systems. 

Remark 4.2: In Ref. 8 the kernel of the transformation 
(4.6) has been explicitly given for N = 2 or 4. The counter 
image of a point in R 3 is a circle in R 4 of radius V r. N ever­
theless it is shown that one can choose an inverse if we use the 
auxiliary condition 

x 4dx l - x 3dx2 + x 2dx3 - x 1dx4 = 0. 

Then we can compare the two systems of stochastic differen­
tial equations and derive explicitly an expression for the Ra­
don-Nykodim derivative of the corresponding measures; 
each of them is equivalent to the Wiener measure through a 
well-known formula of the Feynman-Kac type (see, e.g., 
Ref. 18). 

Remark 4.3: As is pointed out in Ref. 14, any homogen­
eous Markov process can be obtained from a Wiener process 
by means of a random time substitution and a state transfor­
mation. A similar remark was made for the Coulomb prob­
lem many years ago by V. Fock, 1 which showed the equiv­
alence of the bound-state problem of the Coulomb problem 
to force free motion on the surface of a 4-dimensional sphere. 
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Jump conditions are derived for a basic set of first order partial differential equations whose fields 
have infinite, integrable singularities, as well as finite discontinuities, at a moving and deforming 
interface. These basic formulas are then applied to Maxwell's electrodynamic equations and yield 
the jump conditions that hold when the electric and magnetic fields have such singularities. These 
jump conditions are shown to be generalizations offormulas previously derived for double charge 
layers in electrostatics and for an interface with surface magnetization density in magnetostatics. 
The basic formulas are also used to obtain jump conditions for the wave equation and other 
second order partial differential equations whose fields have finite discontinuities at an interface. 
A similar application to second order vector identities yields a new set of jump identities. These 
identities show that the normal and tangential components of the jump in a vector field are 
kinematically interdependent; e.g., shock waves and vortex sheets are kinematically linked-a 
fact that may be significant for shock-slip flows in aerodynamics. The jump identities also indicate 
the fields that must be measured at an epoch in order to calculate the instantaneous growth/decay 
rate of a propagating discontinuity, such as an atmospheric front. A feature of the derivation is 
that the field jumps and surface densities are mathematically defined as continuous and 
differentiable functions of three-dimensional space and time that assume physical values on the 
physical interface. This approach is simpler and more general than previous approaches that 
define jumps and surface densities only on the physical interface because the brackets Oumps) now 
commute with all derivatives, instead of with only the tangential and displacement derivatives. 
Boundary value problems with propagating infinite singularities in the electrodynamic fields are 
presented as examples. 

PACS numbers: 02.30.Jr, 03.S0.De 

I. INTRODUCTION 
The jump conditions that hold for fields having step 

function discontinuities at an interface do not, in general, 
apply if the fields have coincident Dirac D function or higher 
order integrable singularities. For example, if curl p = 0, the 
familiar jump condition Ii X [ p] = 0 does not usually apply if 

the surface density P liman~o ( p dn is definite. Such a Jan 
surface density could arise from a discontinuity in the poten-

II. DERIVATION OF BASIC JUMP CONDITIONS 
Derivation: Consider equations of the form 

,.1,= _ ae 
at' 

m = gradt/!, 

b= _ aw 
at' 

j = curl p, 

5 = divq, 

(la) 

(lb) 

(lc) 

(ld) 

(Ie) 
tial function for p, and several restricted examples of this 
type have been treated by Stratton. 1 The purpose of this in­
vestigation is to derive more general jump conditions for 
wider applications in physics and mechanics. 

In our derivation, the field jumps and surface densities 
are treated as continuous and differentiable functions of 
three-dimensional space and time that assume physical val­
ues on the physical interface. This approach, which is justi­
fied in a subsequent section, is simpler and more general than 
previous treatments2 that restrict the mathematical defini­
tion of these entities to the physical interface itself. Elemen­
tary examples are given in Appendices Band C. 

where the fields e,t/J,w, p,q have step-function (H-function) 
and D-function singularities at a moving and deforming in­
terface S that has local unit normal Ii and speed of displace­
ment N [Eqs, (A2),(A3)], as shown in Fig. 1. As a conse­
quence of the movement of Sand of the space and time 
derivatives in Eqs. (1), the fields A,m,b,j,5 have H-function, 
8-function, and 8 '-function singularities on S, where 8 ' de­
notes d8 (u)/du. We shall write, for brevity, 

Derivations of jump conditions at moving and deform­
ing surfaces may be done either in four-dimensional space­
time,3,4 or in three-dimensional space by utilizing moving 
regions of integration5

,6; we will use the latter three-dimen­
sional approach, The relevant characteristics of moving sur­
faces and the sign convention are summarized in Appendix 
A. 
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(e,t/J,w, p,q) = 0 (8) (2a) 

and 

(A,m,b,j,5) = 0 (D '), (2b) 

where the highest order singularity is indicated and the exis­
tence of the lower order singularities is presumed, 

In order to derive the corresponding jump conditions, 
Eqs. (1), with the exception of (1 c) which is essentially repet-

1377 



                                                                                                                                    

FIG. I. Moving and deforming interfaceSwith unit normal Ii and speed of 
displacement N. Positive and negative sides of S are defined relative to Ii, as 
shown. 

itive, are expressed in integral form 

I I I A dr = - ~ I I I 0 dr + # 0 V'V dif, 

I I I mdr= #¢Vdif, 

II I j dr = # ,Ix P dif, 

I II Sd7=#q.Vdif, 

(3a) 

(3b) 

(3c) 

(3d) 

where volume 7 and its surrounding surface if, with outward 
unit normal V, are taken to be moving with the mathematical 
velocity field V(r,! ), which is distinct from any physical field, 
and where Gauss' divergence theorem and the transport 
theorem2 have been used. Since the second integral in Eq. 
(3a) is purely a function of!, it is appropriate to take its time 
derivative. We adhere to Hilbert's view that natural laws 
should be expressed in integral form; in regular regions, Eqs. 
(3) reduce to (1), and at a singular interface they give the jump 
conditions that we shall now derive. 

We choose 7 to be the curvilinear pill box r' that inter­
sects the interface S, as shown in Fig. 2, and whose height Ll n 
is everywhere bisected by S and may be arbitrarily small; 7' is 
further taken to move with S through normal displacements 
by specifying that V(r,t) satisfies the condition 

V·n = N. (4) 

Subject to these conditions and to Eqs. (2), Eqs. (3) become in 
the limit as Lln-+O 

II AdS 

= - ~II edS+ II [O]NdS+ fev.(ixn)dl, 
(Sa) 

I I M dS = I I [tb] n dS + f 1[/ (i X n) dl, (Sb) 

II J dS= II nx[ pJ dS+ f (iXn)X Pdt, (Sc) 

II8dS= II [q]·ndS+ fQ·(txn)dl, (5d) 

where the capitalized fields are surface densities that corre­
spond to the lower case volumetric densities and are defined, 
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FIG. 2. Volume of integration T' that intersects interface S. The bounding 
surface a' consists of a right quasicylinder oflength..:ln and its two quasi­
planar end surfaces, all with outward unit normal Y. On the circuit line I 
where a' intersects S, the unit vectors y, 1, and Ii are mutually orthogonal, ~s 
shown. 

representatively, by 

e= lim i Odn 
~n--o Lln 

(6a) 

for the fields of Eq. (2a) and by the more general relation 

J J A dS - l!~ J J J A dr' (6b) 

for the fields of (2b). 
We now assume that all of the integrands in Eqs. (5) are 

continuous and differentiable functions of three-dimension­
al space and time. (This assumption will be examined in Sec. 
III.) The second term in Eq. (Sa) may then be transformed by 
the kinematic theorem6 

~ I I e dS = J I {(! + N !)e - 2flNe }dS 

+ f ev·(iXn)dl, (7) 

where fl is the mean curvature of S [Eq. (A4)], and the line 
integrals in Eqs. (Sb)-(5d) may be transformed by Stokes' 
theorem 7 (actually due to Ampere, Kelvin, and HankeI2); 

then Eqs. (5) become 

I I { -Ii - (! + N ! )e + 2flNe + N [0 ] }dS = 0, 

If 1 - J + nX [ p] - ((nX P)·V)n + n(n·curl P) 

- nXgrad(n' P)jdS = 0, 

II 1-8 +n·[q] +n'cur1(nXQ)JdS=O, 

(8a) 

(8c) 

(8d) 

where the third term in Eq. (8c) is expressed for brevity in 
Cartesian notation. The integrands in Eqs. (8) are assumed to 
be continuous, and since these equations hold for any area on 
S the integrands must vanish: 
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A = N [0 ] + 2flNe - (!...- + N ~)e, (9a) 
at an 

M = n[t/'] + n2fllJl + (V - n ! )IJI, (9b) 

B=N[w] +2flNW-(!"'- +N~)W, (9c) 
at an 

J = nx[ p] - ((nx p)oV)n 

+ n(nocurl P) - nXgrad(no P), (9d) 

E = no[q] + nocurl(nxQ), (ge) 

where Eq. (9c) is a vector form of (9a). Equations (9) are the 
jump conditions for Eqs. (1) when the fields have singulari­
ties given by (2) and surface densities defined by (6). They 
may be used to obtain by inspection the jump conditions for 
other first order partial differential equations whose depen­
dent variables are 0 (8 ) at an interface, as illustrated in Sec. V, 
and for second order equations whose variables are 0 (H), as 
illustrated in Sec. IV. Equations (9) are amenable to simple 
checks, as shown in Appendix B. 

Physical interpretation: Many of the terms in Eqs. (9) are 
easily interpreted from a physical viewpoint. In Eq. (9a) for 
the surface partial-time-derivative density A, the term N [0] 
represents the rate of accumulation of e due to the "snow­
plow" action; the term 2flNe accounts for an expanding/re­
ceding bulge on the interface that tends to cause local dilu­
tionlconcentration of e; and the term (a fat + Na/an)e 
represents the time rate of change of e following the moving 
interface along its local normal. In Eq. (9b) for the surface 
gradient density M, the terms n[t/'] and n2fllJl are the normal 
contributions from the discontinuity in t/' and from the cur­
vature of the interface, respectively; and the term 
(V - nJ/Jn)lJIis the tangential contribution. 

In Eq. (9d) for the surface curl density J, the term 
((n X p)oV)n represents contributions from the curvature 
and twist of the interface along the direction of n X P; and 
n(nocurl P) is the normal contribution of curl P. The term 
- n X grad(no P) may be interpreted by taking the scalar line 

integral of p about a quasirectangular circuit that penetrates 
interface S, as shown in Fig. 3, and dividing by tJ.1; as tJ.n~O, 
the parallel sides contribute nx[ p], and the perpendicular 
sides give - nXgrad(no P) as tJ.1~O also. 

In Eq. (ge) for the surface divergence density E, the term 
no[q] is the contribution from the discontinuity in q; the term 
nocurl(nXQ) may be rewritten by Stokes' and Gauss' theo­
rems as div2(Q - nQn) and represents the two-dimensional 
divergence of the tangential vector (Q - nQn)' The linking 
ofno[q] with (nxQ) in Eq. (ge) andofnx[ p] with no Pin (9d) 
will gain further physical significance in Sec. IV. 

N 

.6n 

1 
T 

FIG. 3. Circuit of integration on a plane locally normal to interface S. The 
height .::1n of the circuit is bisected by S, and in the limiting process .::1n-.O 
before .::11->0. 

1379 J. Math. Phys., Vol. 22, No.7, July 1981 

Note from the combinations of terms in Eqs. (9) that 
only two types of derivatives occur: (a) spatial derivatives 
that are tangent to S; and (b) the displacement derivative 
(a fat + Na/an) that follows S. In order for the terms to be 
individually meaningful, the surface densities, field jumps, 
and n,N,fl must all be regarded as continuous and differen­
tiable fields, in agreement with the assumption preceding 
Eq. (7). This concept will be developed in the next section. 

III. CONTINUITY AND DIFFERENTIABILITY OF FIELD 
JUMPS AND SURFACE DENSITIES 

We shall show that field jumps and surface densities can 
be viewed as continuous and differentiable functions of (r,t ) 
through mathematical continuation and induction. Instead 
of Eqs. (2), take 

(O',t/",w', p',q') = O(H) (lOa) 

and 

(A ',m',b',j',g') = 0 (8); 

then Eqs. (9) become 

A' =N[O'], 

M' = n[t/"], 

B' = N[w'], 

J' = nx[ p'], 

E' = no[q']. 

From a physical viewpoint, the jumps 

(lOb) 

(lla) 

( lIb) 

(llc) 

(lId) 

( lIe) 

[0 ']'[t/"],[w'],[ p'],[q'] and the surface densities A ' ,M',B', 
J',E' are specified only on the physical interface S; however, 
we may mathematically continue the definitions of these 
quantities throughout (r,t) by the following abstractions: 

(I) The physical interface S is viewed as one of a mani­
fold of moving and deforming mathematical surfaces de­
fined by ifJ (x, y,z,t) = const, where ifJ is continuous and dif­
ferentiable in (r,t). Then, as defined by Eqs. (A2)-(A4), n, N, 
and fl are also continuous and differentiable in (r,t). 

(2) The jump in a physical field v is given by 
[v] = v+ - v-, where v+ is physically specified throughout 
(r+,t) and v- throughout (r- ,t), and where the ± spaces are 
separated by the physical interface S. By mathematical con­
tinuation across S, both v+ and v- may be defined as con­
tinuous and differentiable functions throughout (r,t ), whence 
the jump [v] = v+(r,t) - v-(r,t) is continuous and differen­
tiable in (r,t ). (This abstraction is consistent with the classical 
treatment of boundary value problems, where the compo­
nent mathematical solutions are often defined beyond their 
regions of physical validity.) It follows that 

V*[v] = VH+ - VH- = [VH], (12a) 

where V is the three-dimensional gradient and * represents 
any appropriate vector or scalar product, and 

(12b) 

Therefore the brackets Uumps) commute with all deriva­
tives. (Previous treatments2 admitted such commutability 
only for the tangential and displacement derivatives; com­
mutations of brackets with the normal and partial time de­
rivatives were excluded.) Because of these abstractions and 
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Eqs. (11), the surface densities A ',M',B',J',E" are also con­
tinuous and differentiable in (r,t ). 

We further infer from Eqs. (11) that for any vector field 
v or scalar field X of 0 (15 ), the corresponding surface densities 
V and X may be represented by the forms 

V = N[u] + n[1/] + nX[s], 

X = NLu] + n·[k]. 

(l3a) 

(13b) 

Continuing inductively, we reconsider Eqs. (9) subject to (2). 
The surface densities e, IJI,W, P ,Q may now be expressed as 
in Eqs. (13), and we conclude that the surface densities 
A,M,B,J,E' are also continuous and differentiable in (r,t). 
Therefore, field jumps and surface densities that are phys­
ically defined only on an interface may be represented math­
ematically by continuous and differentiable fields. Examples 
of such representations are given in Appendices Band C. 

IV. JUMP CONDITIONS FOR SECOND ORDER PARTIAL 
DIFFERENTIAL EQUATIONS 

Jump identities: A specialized form of Eqs. (1) is given 
by 

a1/ 
r= - at' (14a) 

g = grad1/, (14b) 

av 
(14c) f= --

at' 

c = curly, (14d) 

E = divv, (14e) 

By differentiating and combining Eqs. (14) in appropriate 
pairs, we obtain 

ag 
(lSa) grady= - -, 

at 

curl f = 
ac 

(lSb) 
- at' 

div f= _ aE, 
at 

(ISc) 

gradE = curle + v2v, (lSd) 

which are second order identities in v and 1/. Reference to 
Eqs. (1) and (2a) shows that jump conditions can be obtained 
for Eqs. (IS) provided (y,g, f ,e,E) = 0 (D) and (1/,v) = 0 (H), 
whence the jump conditions for Eqs. (14) become 

r=N[1/], (16a) 

G = fi[1J], (16b) 

F=N[v], (16c) 

C = fiX [v], (16d) 

E = fi·[v]. (16e) 

The jump conditions for Eqs. (IS) are found by inspec­
tion from Eqs. (1) and (9): 

n [ y] + fi2f1r + (V - fi !)r 

= N [g] + 2f1NG - (i. + N ~)G, (17a) 
at an 
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fiX[ f] - ((fixF)'V)n + n(n·curlF) - nXgrad(n·F) 

= N [e] + 2f1NC - (i. + N ~)C, 
at an 

n·[ f] + fi·curl(nXF) 

= N [€] + 2f1NE - (i. + N ~)E, 
at an 

filE] +fi2f1E +(v-n !)E 

(17b) 

(17c) 

=nX[e] -((nXC)·V)n+n(n·curlC)+ [~l (17d) 

Substituting Eqs. (16) into (17) and using Eqs. (12) and (AS) 
give 

(i. + N ~)[1/] = - [y] + Nn·[g], (ISa) 
at an 

(i. +N~)[V] at an 
- [f] + nNk] - NnX[c] + n2f1N(n·[v]) 

+N(V - ii :n }n.[v]) +N((iiX(iiX[v]))'V)ii 

- nN (ii·curl(fi X [v))), (lSb) 

(i. + N ~)(nx [v]) 
at an 

= - iix [f] + N [e - fie n ] + 2f1Niix [v] 

+ ((nx[v]).V)(Nfi) + iixgrad(Nfi·[v]), (lSc) 

(i. +N~)(ii'[V])= -fi·[f]+N[E]+2f1Nfi·[v] 
at an 

- ii'curl(Nnx[v]), (lSd) 

[ ~: ] = ii[E] - iiX [e] + n2f1 (ii·[v]) 

+ (V - ii ! )tii.[V]) + ((nx(nx[v]))·V)fi 

- ii(ii'curl(iiX[v])), (ISe) 

where Eq. (lSb) results from combining a vector form ofEq. 
(lSa) with (lSe). When one or more of the fields y,g, f,c,e are 
known explicitly, Eqs. (IS) provide a variety of relations, as 
illustrated in Sec. V. 

The jump identities (IS) have the following physical 
interpretations: 

(a) Equations (lSc,d) show that the normal and tangen­
tial components of the jump in a vector field v are kinemati­
cally interdependent. We conclude, for example, that shock 
waves and vortex sheets are kinematically linked-a fact 
that may be significant for shock-slip flows in aerodynamics. 

(b) Equations (IS) indicate the quantities that must be 
measured at an epoch in order to calculate the instantaneous 
growth/decay rate of a propagating discontinuity, such as an 
atmospheric front. 

(e) Equations (IS) are seen to be identities subject only to 
Eqs. (12), ( 14), and (A4)-(AS); hence their validity transcends 
the derivation given, and they apply to fields 1J and v that 
have interface singularities of arbitrary order. Equations (IS) 
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also remain valid when all of the brackets are removed. Then 
they apply individually to the ± sides of the interface; also, 
in the absence of an interface, they give the normal and dis­
placement derivatives for continuous fields relative to a 
moving reference surface. 

Jump conditions for other equations: The same proce­
dure may be used to obtain jump conditions for other second 
order equations. Several representative equations, including 
Poisson's equation, the diffusion equation, and the wave 
equation, may be written 

,Pq; =5, 
curl curlu = j, 

v20- ~ ao =0 
k at ' 

v2t/J __ 1_ a2
t/J = 0, 

"c 2 at 2 

(19a) 

(19b) 

(19c) 

(19d) 

where k and" e are constants. If (q;,u,O,I/J) = 0 (H) and 
(5, j) = 0 (15 'I, the corresponding jump conditions are given 
by 

[ 
aq;] _ -: 
an --, 

nx [curlu] - ((nX(nx [u]))·V)n 

+ n(n·curl(n x [u))) = J, 

[ a()] + N [0] = 0, 
an k 

"/ [~~] + N [ ~~] 
- 2flN 2 [1/J] + (~ + N ~)(N [t/J]) = o. 

at an 

(20a) 

(20b) 

(2Oc) 

(20d) 

Jump condition (20a) is familar from electrostatics. When 
N = "e' Eq. (20d) becomes 

(~ + 'Pc ~)[I/J] - fl"c [t/JJ = 0, (20e) 
at an 

and this jump condition will be applied in Appendix C. 

v. APPLICATIONS IN ELECTRODYNAMICS 
Jump conditions: Equations for the electrodynamic po­

tentials q; and .r:2 may be written 

ad 
If + gradq; = - ---at' (21a) 

q] = curld, 

__ 1_ aq; = divd 
2 a ' (' c t 

(2Ib) 

(2Ic) 

where" c is a constant. The jump conditions for Eqs. (21) are 
obtained by inspection from Eqs. (I), (2), and (9): 

E + n[q;] + n2flqJ + (v- n ~)qJ 

= N [.r:2] + 2flNA - (~ + N ~)A, (22a) 
at an 

B = nX[d] - ((nXA)oV)n + n(n·curlA) 

- nxgrad(n·A), (22b) 
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N[q;] + 2flNqJ- (~ +N ~)qJ 
at an 

= "e 2no[d] + "c 2nocurl(nXA), (22c) 

where(q;,d) = 0 (15 Jandt If ,q]) = 0 (15 ')andwhere sans ser­
if symbols represent surface densities for the corresponding 
capital script symbols. [The surface densities qJ and A can be 
generated by the sudden creation of an electric dipole in free 
space with idealized charge and current density sources of 
the form Ps = - 15 (x)D( Y)D'(z)H (t ) and 
/, = iD(x)D( Y)D(z)D(t ).] 

The equations for the electric and magnetic fields are 
given by 

(23a) 

divq] = 0, (23b) 

a9 f - curl K = - ---at' (23c) 

P = div9, (23d) 

and the corresponding jump conditions are 

nx[lf] - ((nxE)·V)n + n(nocurlE) - nxgrad(noE) 

= N [q]] + 2flNB - (!...- + N ~)B, (24a) at an 
n·[&6'] + n"curl(nxB) = 0, (24b) 

K - nx(~ + ((nxH)"V)n - n(nocurlH) + nxgrad(noH) 

=N [9] + 2flND - (%t + N :n )D, (24c) 

tu = n"[9] + nocurl(nxD), (24d) 

where(If,&6',9,£) = O(D)and(f,p) = 0(15 ')andwhereK 
(tu) is the conventional symbol for surface current (charge) 
density. (The surface densities E,B,O,H can be generated 
statically, as will be discussed later in this section; they can 
also be generated dynamically, as shown in Appendix C.) 
The equation for conservation of charge is given by 

divf = - ap. (25) 
at 

and its jump condition is 

no[f] + nocurl(nXK) 

= N [ p] + 2flNtu - (%t + N :n )tu, (26) 

where (f, p) = 0 (D). For physical interpretations of the 
terms in jump conditions (22), (24), and (26), the reader is 
referred to Sec. II. 

In applications of these jump conditions, the orders of 
the field singularities must be compatible; e.g., jump condi­
tions (22a,b) and (24a,b) are not simultaneously applicable 
because the singularities in If ,q] have different orders unless 
qJ = A = O. Similarly, jump conditions (24c,d) and (26) are 
not simultaneously applicable unless H = D = O. 

Agreement with previous formulas: When K and tu are 
the only definite surface densities, Eqs. (24) and (26) reduce 
to the familiar jump conditions. 6 As mentioned before, Strat­
ton 1 considers electric and magnetic surface densities and 
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TABLE I. 

Electrodynamic equations 
Row 

of the form (14a,b) 

~ 
,. 2 div.a1 = _ aljJ 

~ 
e at 

6' ad - , - --=gradljJ 
at 

2 divf= _ ap 
at 

derives jump conditions for the static case. We shall now 
show that under the same conditions Eqs. (24) reduce to his 
formulas. In static electricity and magnetism, when 
('P,d) = 0 (H) and ('t/ ,:JfJ) = 0 (8 ), jump conditions (22) re­
duce to 

E = - n['P], 

B =nx[d], 

n·[.ci'] = o. 

(27a) 

(27b) 

(27c) 

Equations (27a,b) provide the connection between Stratton's 
notation and our own. 

On pp. 188-92, Stratton' treats a fixed interface be­
tween nondispersive media with zero net surface charge, but 
across which 'P is discontinuous, as shown: 

(28) 

TABLE!I. 

Electrodynamic equations 
Row 

of the form (14c-e) r d ad ~ 
d8"'~ --

at 

.fl = curl.,I' 

_ --.!., a<p = d i v.rl' 
", - at 

{ adJ } curl!' = - -
2 at 

0= div.fl 

ad! 
- -- =curlW 

at 

{ d" } 4 
f - curL?r= - -at 
p=div~ 

5 f + ay = curlY' 
at 

6 _ ap =divf 
at 
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v 

dJ 

~ 

CjJ 

Corresponding substitutions for 

jump identity (ISa) 
; r g 

IjJ "e 2 div.Qf _ ~ _ a.4 

p divf gradp 

He determines that the jump conditions are 

n'['t/] = 0, 

nx['t/] = - Eo -'nXgradr. 

Under these conditions, we may set 

E= -nT/Eo, fiJ=Eo't/, 

D = - nT, UJ = ,xf = :JfJ = B = 0, 

and Eqs. (24a,d) reduce, respectively, to (29a,b). 

at 

(29a) 

(29b) 

On pp. 247-50, Stratton 1 considers a fixed interface de­
void of surface current, but across which ,xf is discontinuous 
due to a surface density of magnetization M, as shown: 

n·[,xf] = 0, 

Corresponding substitutions for 

jump identities (ISb-e) 
f 

~ + gradljJ 

curl~ 

a~ 

at 

f -curlK 

c 

curl.:Q' 

a:fi 
---

at 

curl9 

a.(i) 

__ 1_aljJ 
f'c 2 at 

0 

div~ 

p 

(30a) 

(30b) 

K 
aK 

f+- divK 
at at 

f 
_ af 

curlf 
_ ap 

at at 
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He determines that the jump conditions are 

fio[&8] = - ,uofiocurl(fixM), (31a) 

fiX[&8] = -,uoliXgrad(lioM), (31b) 

where jumps in the volumetric magnetization vIt have been 
deleted. Under these conditions, we may set 

B = ,uoM - ,uofi(fioM), cW' = (&8 /,uo) - vIt, 

H = (B/,uo) - M = - li(lioM), K = ({J = .Pfi = 0 = 0, 

and Eqs. (24b,c) reduce, respectively, to (31a,b). Therefore, 
Eqs. (24) may be regarded as dynamic generalizations ofthe 
static jump conditions given by Stratton. I 

Relations from the jump identities: The jump identities 
for the electrodynamic equations are obtained by inspection 
from either Eqs. (14a,b) and (18a), as summarized in Table I, 
or from Eqs. (14c-e) and (18b-e), as summarized in Table II. 
In contrast withjump conditions (22), (24), and (26), all of the 
jump identities are simultaneously applicable because they 
hold for field singularities of arbitrary order at the interface. 
All are not independent, however, as shown by the following 
examples: Jump identity (18c) for Table II, row 1, becomes 

(!..- + N ~)(fiX Cd]) 
at an 

= -liX[Ir+ gradq;]+N[&8-fi&8 n J 
+ 2nNliX[d] + ((fiX [d])oV)(Nfi) 

+ liXgrad(Nfio[d]). (32) 

This equation agrees with jump condition (24a); however, 
Eq. (32) is more general for the reasons given in Sec. IV. The 
jump identity (18d) for Table II, row 4, becomes 

(!..- + N ~)(fio[.Pfi]) 
at an 

= - fioV - curL3¥'] + N[p] + 2nNfio[~] 
- fiocurl(NfiX[~]); (33) 

this equation agrees with jump condition (26), but, again, is 
more genera]. 

VI. CONCLUSIONS 
Jump conditions are derived for a basic set of first order 

partial differential equations whose fields have infinite, inte­
grable singularities, as well as finite discontinuities, at a mov­
ing and deforming interface. These basic formulas are then 
applied to Maxwell's electrodynamic equations and yield the 
jump conditions that hold when the electric and magnetic 
fields have such singularities. These jump conditions are 
shown to be generalizations of formulas previously derived 
for double charge layers in electrostatics and for an interface 
with surface magnetization density in magnetostatics. 

The basic formulas are also used to obtain jump condi­
tions for the wave equation and other second order partial 
differential equations whose fields have finite discontinuities 
at an interface. Such jump conditions for the electrodynamic 
potentials are then used to solve elementary boundary value 
problems that have propagating infinite singularities in the 
electrodynamic fields. 

A similar application to second order vector identities 
yields a new set of jump identities. These identities show that 
the normal and tangential components of the jump in a vec-
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tor field are kinematically interdependent; e.g., shock waves 
and vortex sheets are kinematically linked-a fact that may 
be significant for shock-slip flows in aerodynamics. The 
jump identities also indicate the fields that must be measured 
at an epoch in order to calculate the instantaneous growth­
/decay rate of a propagating discontinuity, such as an atmo­
spheric front. 

A feature of the derivation is that the field jumps and 
surface densities are treated as continuous and differentiable 
functions of three-dimensional space and time that assume 
physical values on the physical interface. This approach is 
supported by mathematical induction and continuation and 
is illustrated by the boundary value problems mentioned ear­
lier and by other elementary examples. This approach is 
simpler and more general than previous treatments that de­
fine jumps and surface densities only on the physical inter­
face because the brackets Uumps) now commute with all de­
rivatives, instead of with only the tangential and 
displacement derivatives. 

APPENDIX A: MOVING SURFACES 
Take the interface S to be defined by 

ifJ (x, y,z,t ) = 0, (AI) 

where ifJ is continuous and differentiable. This surface is one 
of a manifold of moving and deforming surfaces given by 
ifJ (x, y,z,t) = const. The unit normal fi, speed of displace­
ment N, and mean curvature n are given by2.R 

fi = IgradifJ 1-lgradifJ, (A2) 

N = - IgradifJ I-I aifJ , (A3) 
at 

n = -! divfi. (A4) 

These formulas conform to the sign convention of N > 0 for 
movement in the sense of ft and n> ° for concavity in the 
sense of ft. As a consequence of Eqs. (A2),(A3), we have the 
identities 

(!..- + N ~)ft + (v - ft ~)N = 0, 
at an an 

(A5) 

I A A aft 
curn =nX-, 

an 
(A6) 

aft A I A -= -nXcurn, 
an 

(A7) 

A I A A aft A aft n·cur n = n· - = n· - = o. 
an at 

(A8) 

APPENDIX B: SIMPLE CHECK OF THE BASIC JUMP 
CONDITIONS 

Equations (9) are amenable to simple checks. For exam­
ple, to check (9a) in spherical coordinates (r,t?,t/I). we may 
take 

fJ = f(r,t?,t/I,t) + g(r,t?,t/I,t)H (r - ct) + h (r,t?,t/I,t )8(r - ct), 

where c is a constant, where the interface is the expanding 
sphere r - ct = 0, and wherej,g,h are continuous and differ­
entiable functions. It follows that 

[fJ] = g 
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and by (6a) and (Al)-(A4) 

8=h, N=c, 

fi = f, f1 = - r- I
• 

Then, by (la), we have 

af ag ..1.= - - --H(r-ct) 
at at 

+ (cg - ~~ }5(r - ct) + cM'(r - ct), 

whence 

[A] = 

and by (6b) 

ag 

at 

A = cg - 2ch - (~ + c ~)h. 
r at ar 

Note that [0 ],8,fi,N,f1,A are continuous and differentiable 
functions, in agreement with Sec. III. Substitution of these 
quantities shows that (9a) is indeed satisfied. The remainder 
of Eqs. (9) have similar checks. 

APPENDIX C: DYNAMIC BOUNDARY VALUE 
PROBLEMS WITH ELECTRIC AND MAGNETIC 
SURFACE DENSITIES 

Formulation: We seek solutions of Maxwell's equations 
in free space where the electric and magnetic fields have infi­
nite, integrable singularities on the expanding spherical sur­
face r - ct = 0 (the light sphere) and vanish outside it. The 
corresponding potentials rp and d = id z have finite dis­
continuities on the light sphere and vanish outside it. The 
differential equations are given by 

v2 { rp } - ..!. ~ { rp } = 0, 
d z c2 at 2 .J:ifz 

arp 2 a.J:if z - at =c a;-' 
the surface relations are given by [Eqs. (Al)-(AS)] 

ifJ = r - ct, N = c, 

X, an; 1 
n; = -, -a = -(oij -n;nj ), 

r Xj r 

(CIa) 

(Clb) 

f1 = - -, afi = afi = curlfi = 0, (C2) 
r at an 

and the jump conditions by [Eqs. (20e),(22c),(C2)] 

(C3a) 

(C3b) 

Sudden deposition of a point charge: The jump condi­
tions(C3)aresatisfiedby[rp] = -1/rand [.J:ifz] = -1/cz, 
and since, for r> ct, rp = .J:ifz = 0, we try, unsuccessfully, to 
set rp = 1/r and .J:ifz = 1/cz for r < ct, which violates Eqs. 
(CI). However, on r - ct = 0, we may replacez with 
t =:=(c2t 2 - X2 - y2)II2, and this suggests that we choose 
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[rp]= -1/r, [.J:ifz] = -1/ct, 

rp = 1/r, .J:ifz = 1/ct (r<ct), 

rp = /;>/z = 0 (r>ct), (C4) 
where a constant common factor of dimension meter-volts is 
understood. These fields satisfy both the jump conditions 
and the differential equations. (Physically interpreted, solu­
tions (C4) are the fields excited by the sudden deposition of a 
point charge at the end of a semi-infinite wire with idealized 
charge and current density sources of the form 
p, = 41TEoO (x)o (y)o (z)H (t ) and 
J's = - i41TEoO (x)o(y)H(z)o(t ).) Note that, except for iso­
lated singularities, the jumps [rp] and [.J:ifz] are continuous 
and differentiable throughout (r,t ), in agreement with Sec. 
III. 

The jumps in the electric and magnetic fields are given 
by [Eqs. (12),(21),(C4)] 

[if] = -grad[rp]-i~ [.J:ifz] 
at 

= - (~ , ~ , ~ + ~:). 
[3D] =curl(i[.J:ifz])=(- y,x,O)lct\ 

and the surface densities are given by [Eqs. (22),(C4)] 

E = - fi [rp] + ic [ .J:if z] = (~ , ~ , ~ - ~) 
B = fi Xi[.J:ifz] = ( - y,x,O)lctr, 

whence 

E = - cfiXB, B = c-1fiXE, 

fioE = fioB = 0, 

(:t + c :J{:} + ; {:} = 0, 

f1E + (EoV)fi = f1B + (BoV)fi = 0, 

fiocurlE = 0, fiocurlB = ..!. (..!. + _1_) c,z t2 

on r - ct = O. Therefore, (24a,b) reduce to the familiar jump 
conditions 

fiX[if] - c[3D] = 0, fio[3D] = 0 

on r - ct = 0; but (24c,d) with K = (J) = 0 retain surface den­
sity terms, as shown: 

fiX[3D] + c-I[if] + fi(fiocurlB) = 0, 

fio[if] + cfiocurlB = O. 

The normal electric component if n is discontinuous on the 
light sphere despite the absence of surface charge, and this 
discontinuity is maintained by the surface density B. We 
conclude that the surface densities E and B, as included in 
our jump conditions, are essential to the physics of this ele­
mentary problem. 

Gradual charging of a point electric dipole: Another so-
lution of(Cl),(C3), similarly obtained, is given by 

[.J:ifz] = - 1/r, [rp] = - c2zt Ir, 

.J:ifz = 1/r, rp=c2ztlr (r<ct) 

.J:ifz = rp = 0 (r>ct), 
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where a constant common factor of dimension volt-seconds 
is understood. [Physically interpreted, this solution gives the 
fields generated by the gradual charging of a point electric 
dipole with charge and current density sources of the form 
Ps = - 41TEoC

20(X)o( y)o'(z)tH (t ) and 
fs = i41TEoC

20(X)o( y)o(z)H (t ).) Thejumps [if] and [~], the 
surface densities E and B, and their relationships may be 
obtained as in the preceding example. 
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Non-self-adjoint representations of *-algebras in a Hilbert space give rise by an extension and 
transposition procedure to representations in larger spaces, such as distribution spaces. Those 
new representations provide examples of operators of nested Hilbert spaces which would be very 
singular operators when considered in the Hilbert space only. 

PACS numbers: 02.30.Tb, 02.10. - v 

INTRODUCTION 

In this paper we exhibit a construction of representa­
tions of *-algebras by "singular" operators in a Hilbert 
space. By singular we mean that their domain can be non­
dense or even reduced to zero. Nevertheless from a math­
ematical point of view those operators are well-defined ob­
jects, namely operators of a nested Hilbert space l

-.1 

constructed in a canonical way around the Hilbert space. We 
get in this way representations of *-algebras by operators 
acting in spaces larger than the usual Hilbert space, analo­
gous to "distribution spaces." 

Beginning with a state on a *-algebra .r::!, we get by the 
usual GNS construction4 a Hilbert space ,W' with a dense 
domain~;J, a cyclic vector fl, and a representation II (.of) by 
continuous operators from .r.P into ,ty) (with the graph topol­
ogy). Ifwe want to construct a representation of JY in a space 
larger than ,W, the first thing that comes to mind is to con­
sider the transposed representation II' defined on the dual 
space .CY;' by (II' (A )flg) = (fIll (A )g), whereAE.r::!, fE.ry;', 
gE.C/ «. I·) is the dual pairing between .9J and /.:/)' which 
extends the scalar product of JYj. However, by the GNS 
construction we get a Hermitian representation of .r::! (i.e., 
II (A *) C II (A)* 'V AE.c-/, where the last * denotes the Hilber­
tian adjoint), which implies that the new representation II' is 
just an extension of II to ,(J;' [II' (A ) restricted to (/ coin­
cides with II (A *)]. 

So as operators in ,r the II' (A )'S are defined on a dense 
domain (Y) and can be made continuous from g; into ,W'. 
This is a well-known type of unbounded operators. 

A more interesting case occurs if the representation II is 
not self-adjoint (Sec. III). We can then construct the adjoint 
representation II *4 which is an extension of II on a larger 
domain 9; * still dense in ,r, by continuous operators of 
.C/ *. But this time II * need not be a Hermitian representa­
tion (as the extension of a symmetric operator need not to be 
symmetric in general). 

Considering then the transposed representation II *', 
which acts in the dual space .9J *' (Sec. IV); we get a new 
representation which is not an extension of II *. The opera­
tors II *' (A ) are continuous maps from g; *' into itself, but 
they are not necessarily defined as operators in ,F. Although 
we can apply them to elements of .fiJ *, they "jump" over ,F 
and the resulting vector will be in g; *'. 

On the other hand, at each stage of the construction of 
those representations, we emphasize the fact that there is a 

natural nested Hilbert space associated to the GNS con­
struction, constructed around the GNS Hilbert space. The 
various representations obtained are then described as oper­
ators in that nested Hilbert space, which provides a better 
way of controlling their continuity properties and the maxi­
mal domain to which they can be extended. One of the aims 
of introducing nested Hilbert spaces,I-.1 was that they allow 
one to handle unbounded operators and even more singular 
objects by considering them as bounded operators between 
different Hilbert spaces. Very singular operators such as 
quantized fields at a point have been successfully treated in 
this framework. 5 

The representation II *' we construct in this paper pro­
vides another example of well-defined operators in the nest­
ed Hilbert space which are very "bad" when viewed as oper­
ators in the Hilbert space only. 

In the last section we discuss in detail the simple case 
where the algebra is generated by one symmetric, non-self­
adjoint operator. In this example the domains .C/, 9) * and 
the representations II, II *, II *' can be computed explicitly. 

Further applications, such as the field algebra and the 
universal enveloping algebra of a Lie algebra, are briefly 
discussed. 

I. A NATURAL STRUCTURE ASSOCIATED TO 
A *-ALGEBRA 

(1. I) Let .of be a *-algebra and UJ a state of .r/. By the 
GNS construction,4 there exists a Hilbert space ,W', a dense 
domain ,r.iJ in ,W, a closed representation II (,el) of .c-I by 
(closed) operators in F, all defined at least on !j/, and a 
strongly cyclic vector flEJY' such that 

UJ(A) = (fl,I1 (A)fl), (1 ) 

for every AE.r::!. By "closed representation" we mean that the 
domain .9J is complete with respect to the topology defined 
by the set of graph norms: 

IVII~ = IVI1 2 + IIII (A )f112 = II [1 + II (A )*II (A )]1/2fI12, (2) 

wherefEg; and A runs over ,of. 
Taking each one of those norms into consideration sep­

arately, we can complete .fiJ with respect to it and get a Hil­
bert space jY A which coincides with the domain of the 
closed operator II (A ). We have then 

.9J = n FA' (3) 
AE.r/ 
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Each of the dY'A 's is continuously embedded in dY' and is also 
unitarily isomorphic to dY' by the unitary operators 
[I + n (A)*n (A)] ± 112. Moreover, the set {JV'A IAE.of} 
possesses a lattice structure. Given two spaces JYA and JV' B 

there always exists CEd such thatJY C kJYAn.JYB· Assum­
ing that 04 has an identity element, the actual C is 
I+A*A+B*B. 

(1.2) We can also consider the completion of ,qi with 
respect to the following norms: 

IlfIIA_==II[1 +n(A)*n(A)]-1!
2f11, (4) 

for all AEd. 
In this way, we get Hilbert spaces JYA larger than ,W' 

and each pair (£"A ,JYA) is a dual pair with respect to the 
scalar product of JY: g{venjEdY' A and geJY -i we can define 
an inner product 

(flg)==([ 1 + n(A )*n(A )p!2f, [1 + n(A )*n(A )] -112g), 
(5) 

which extends the scalar product of dY' to the various pairs 

and also to the dual pair (.f0 ,.f0') where.f0' = u JYA • 
AE.n/ -

Finally, with each *-algebra provided with a state w, we 
have associated in a natural way the following structure: 

(6) 

This type of structure, called a nested Hilbert space or a 
partial inner product space, has been studied in Refs. 1-3. 

II. REPRESENTATION OF THE ALGEBRA 

(2.1) The representation n (d) we get by the GNS con­
struction is a representation by continuous operators on !iJ 
with respect to the set of graph norms (2). Actually, given 
AE.of, for every BEd, 3CEd such that for every jEfiJ, 

lin (A lfilB <k Ilflle. (7) 
with some constant k. 

It is easy to check that a suitable choice of C is 
C = 1 + A *A + (BA )*BA. This relation (7) shows how the 
representation operators act in the structure (6). 

Indeed (7) says that n (..of) can be extended to a bounded 
operator between dY' c and&'" B' SO for every&'" B there al­
ways exists a CE..of such that n (A ) is bounded from JY c into 
&'" B' In that way we identify the unbounded operators a (A ) 
in JY with a family of bounded operators between pairs 
(~c ,&'" B)' These bounded operators will be denoted by 
n(A )BC' They obviously satisfy the coherence relation 

n(A )DF = IDBn(A )Bc1cF' (8) 

if &"'B k&"'D,&"'F k&"'c and where IDB represents theinjec­
tion map from :Jr B into JY D' 

(2.2) Since we have begun with a *-algebra .eI, the GNS 
construction gives us a *-representation, or Hermitian repre­
sentation, i.e.,n (A *) ~n (A )*VAE..of (where the last star de-
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notes the adjoint in the Hilbertian sense). [If A = A *, n (A ) is 
thus a symmetric operator in JY but not necessarily self­
adjoint.] This fact allows us to derive more continuity prop­
erties for the representation. 

Consider a pair (:Jr C ,dY' B) between the elements of 
which a (A ) is bounded. LetjEdY'B and gEYr' c. The inner 
product (5) is well defined betweenjEdY'B and 
a(A )BdcEJV'c. Denotingbyn (A )'theadjointofIl(A )with 
respect to the inner product (5), i.e., 

(fIn (A )g) = (II (A )1Ig), (9) 

we have by duality that [J (A )' is a bounded operator from 
,W' fl into ':We' (Note: This adjoint operation t is denoted by * 
in Refs. 1,2, but for us * means the involution in d and also 
the Hilbertian adjoint of an operator.) 

Restricting (9) to j and g in ,q;, we see that 
II (A )' I j = II (A *), which means that V D, 3 C such that 
[J (A *1 can be extended to a bounded operator from ,W'8 into 
Jt"c, But A *E.o1, II (A *) possesses already the boundedness 
property given by (7), VDE.C'/, 3DE.cY such that Jl(A *) is 
bounded from JV'D into /1(' fl' 

Interchanging the role of A and A *, since * is an involu­
tion, we get for Il (A ) the following property: Choosing any 
Hilbert space in the set! ,W'A ,,;iY'A I, we can always find an­
other one such that n (A ) is bounded from this one into the 
chosen one and we can find a third one such that n (A ) is 
bounded from the chosen one into the third one. Because of 
that, II (A ) can be applied to any vector in 9' and is of the 
type of operator called "good operators" in Ref. 7, i.e., oper­
ators which map continuously ,[:I into itself(considered with 
the projective limit topology) and which map continuously 
g;' into itself (with the inductive limit topology). 

In other words, if we denote by 1= !A,A IAE.cY 1 the set 
of elements which indexes the lattice of Hilb;;-rt spaces and if 
we define I J(n (A ))el Xl as the set of pairs of indices such 
that II (A ) is bounded between the corresponding pairs of 
Hilbert spaces, the "good operators" have the property that 
prIJ(Jl(A)) = I and pr1J(ll(A)) = I where prl and pr2de­
note the projection on the first (respectively the second) vari­
able in the Cartesian product I Xl. 

III. NON-SELF-ADJOINT REPRESENTATIONS 

(3.1) Let us go back to n (,of) defined on !:/). We can 
associate with it another representation Jl * called the ad­
joint representation of n, defined on the following domain; 

{jJ* = n D(ll(A )*), (10) 
AE.(Y 

by 

ll*(A If==.Jl(A *)*f, VjE!iJ*. (11 ) 

Since !iJ * ~ Y; and Jl * I '/ coincide with II (because Jl is a 
*-representation), we have n * is an extension of n. Some 
representations called self-adjoint representations4 are such 
that n = II *. Those representations come from a particular 
type of states called Riesz states, characterized in Ref. 8. 
Examples are also found in Ref. 9. However, from now on we 
shall assume II to be non-self-adjoint, which is generally the 
case, and see what can be said about Jl *. 
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(3.2) First, n * is a closed representation so that we may 
consider on fiJ* the graph norms (AEd) 

(12) 

which coincide with (2) if gE!iJ. 
9 * is complete with respect to the topology defined by 

this set of norms when A varies in crY and g; appears as a 
closed subspace of 9* in that topology. We can repeat the 
construction given in Sec. I, completing fiJ * with respect to 
each graph-norm and getting a lattice of Hilbert spaces 
[j)/' A IAE.rY). For each AEd, ,J('A appears as a closed sub­
space of % A' Taking the dual spaces % A' AE.rY, we get 
again a structure similar to (6) with dual pairs with respect to 
the scalar product of dY'. We have indeed 
dY' _,J(' I = .W I = .5V, because fiJ C fiJ * C dY' and dY'is the 
completion of fiJ * in the initial Hilbert space norm. Since 
,J(' A c.5V A' we have for the dual spaces % A ~ dY' A and fi-
nally !iJ */ C fiJ / as a closed subspace. - -

So we get that n * is a representation acting in the space 
!iJ */ which is another partial inner product space but con­
structed around the same initial Hilbert space dY'. 

(3.3) In that structure, n * possesses continuity proper­
ties similar to (7), i.e., "if BE.rY, 3 CEcrY such that, "if/EfiJ *, 

*1111*(A lfllB,;;;k *IVIIc. (13) 

which means that n *(A ) can be extended to a bounded oper­
ator between % c and jf'B' [Let us note that the pairs (C,B ) 
such that n * is bounded from % c into .W B are exactly the 
ones such that n was bounded from ,r c into dY' B'] 

Nevertheless, even if n is a *-representation 
[11 (A *)~n (A )*], n * may fail to be a *-representation4 

just as the extension of a symmetric operator may fail to be 
symmetric itself. In that case we cannot derive further con­
tinuity properties (between % Band.W c) as we did for [[by 
duality with respect to the scalar product of dY'. As operator 
ing;*', thedomainofn *(A )is,WA (densein,Wl In terms of 
indices we have pr2J(I1*(A)) = I, but not the same relation 
with prl' i.e., 11 *(A ) is not a good operator. 

IV. A SINGULAR REPRESENTATION OF.rY 

In the case where [[ * is not a *-representation [i.e., 
n *(A *) rt,n *(A )* at least for some AEd], we can consider 
the set of operators [[[ *(A )' IAE.r-/) where t means the 
transposed operator with respect to the scalar product (5), as 
defined in (9). n *(A )' is not an extension of II *(A *) as it was 
the case for the representation 11, but, putting 
11 *' (A )-11 *(A )', "ifAE.o1, we get an anti representation 11 *' 
of d by operators of 9; * /. Indeed, since II *' (A ) is the trans­
posed operator of 11 *(A ), we get that "if BEd, 3 CEd such 
that II *' (A ) is bounded from .)f·B into .5V c' Since this is 
true for every .W B' II *' (A) is everywhere defined on ,C/) */. 

Let us note that it can happen that [[ *' (A ) is not de­
fined as an operator in dY' because every element/ of dY' is 
mapped by n *' (A ) into an element of .:IV c for some C, i.e., 
in a larger space. So the domain of n *' (A ) In dY' can be very 
small or even reduced to [0). Nevertheless, as an operator in 
the space !dJ */, 11 *' (A ) is a suitable mathematical object, 
everywhere defined. Indeed this time we have 
pr IJ(I1*'(A)) = I. 
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V. EXAMPLES 

(5.1) Let .w be the *-algebra generated by one single 
Hermitian generator A, and let II (,01) be its representation by 
a differential operator in the space dY' = L 2([0,1]) [we could 
do similar things with L 2([0,00 )]. Consider the domain 

,(;1') = (fEL 2( [0,1]) VlnlEL 2( [0,1]), 

/lnl(O) =/lnl(l) = 0, n = 1,2, ... }, (14) 

andn (A) = (id /dx) restricted to!dJ. g; can be considered as 
the intersection of a countable set of Hilbert spaces ,J('n de­
fined by 

df'n = [fEL 2([0,I])VU1EL 2([0,1]), 

/U1(0) =/vl(l) = OJ= 1,2, ... ,n]' ( 15) 

which can be seen as the domain of n (A n). As an operator in 
df', n (A ) is a closed symmetric operator (with domain ,WI)' 

(5.2) According to the criterion given in Ref. 4 for alge­
bras generated by a single operator, the representation II will 
be self-adjoint iff n (A ) is essentially self-adjoint. This is not 
the case here because n (A )* is a proper extension of n (A ). 
Indeed D (n (A )*) = [/EL 2([0, l])V'(1)EL 2([0,1]) I is strictly 
larger than dY'1 . 

We can define the adjoint representation 

11 *(A ) = II (A )* = i~ on the domain 
dx 

g; * = {fEL 2( [0, 1] )JlniEL 2( [0, 1 ]),n = 1,2 ... }, (16) 

which is strictly larger than !dJ. 
We have g; * = n;; ~ I ,Y n , 

where 
.Y n = {fEL 2( [0, 1 ])vvlEL 2( [0, l])j = 1,2, ... ,n} (17) 

is the domain of II *(A n). For every n) 1, 11 *(A ) is bounded 
from .:IV n t I into.W nand n *(A J) is bounded from ·;;Y'n + J 

into ,'1(> As in Sec. III we have a non-self-adjoint represen­
tation 11 with a strict extension 11 *. Moreover II * is not a *­
representation [i.e.,11 *(A *)rill *(A )*]becausen (A )*is not a 
symmetric operator; n *(A *)* = II *(A )* = n (A )** = II (A 
defined on ,rl again. So we have n = II ** C [[ *, the first 
two defined on fiJ and the third one on g; *. 

The next step is then to construct the antirepresentation 

n*'. 
(5.3) For any n)O, the dual space of % n with respect to 

,ris 

{ 
diGi 0 } 

% -n = F= I-i IGiEL-([O,I]) , 
i-;;n dx 

(18) 

and the dual space of !dJ *. 

{ 
d~ } 

!dJ*/= F=o6Ndx i 'IGi EL
2
([0,1]),N<00. (19) 

We then construct n *' (A) = II *(A )' by duality. For any 
/E.'h/' n + I and any FE% _ n we have 

(11 *' (A )F V) = (F 111 *(A If)· (20) 

The rhs is well defined since, for/E% n + 1,11 *(A lfE,')!/' n' We 
already see that, for every n)O, n *' (A) will be bounded 
from % _ n into ,Y _ In + II' Similarly II *' (A 1) is bounded 
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from % _ n into %'-In + J1' Moreover, since we have a con­
tinuous injection from every % n into JY', n *' (A ) is bound­
ed from any % n into % _ l' In particular, as an operator in 
JY', n *' (A ) has its domain reduced to {O J. 

If we choosej and Fin !iJ *, we can compute the explicit 
form of n*'(A) on !iJ*: 

n*'(A) = i~ + ic5(x) - ic5(x - 1), (21) 
dx 

which extends by continuity between pairs 
(% _ n ,% _ In + I))' In particular, we see that every vector in 
a space smaller than % _ 1 is mapped automatically into 
% _I (jumping over m because of the delta-function terms. 

Those operators, which are very singular objects when 
regarded in JY', are now well defined as operators on the 
larger space !iJ *', and their continuity properties can be con­
trolled. Similary an explicit form of n *' (A m) on iiJ * would 
involve, besides the term i(d Idx), other terms consisting of 0 
and derivatives 0 (/1 of order <,m. This operator can be ex­
tended to a bounded operator between pairs 
(% _ n ,% _ In + m)) and every vector in a space smaller than 
% -m is mapped into % -m' 

(5.4) There are other examples where we can expect to 
get distributionlike representations. For instance, if 
.rff = .Y, the Borchers algebralO or field algebra (or tensor 
algebra over Schwartz space), a Wightman state OJ on it gives 
rise in general to a non-self-adjoint representation of the 
fields. (That is why in general we have to distinguish between 
the notions of "weak" commutant and "strong" commu­
tant II for the fields.) 

Ifj=j*EY, the representation operator n(f) [more 
commonly denoted A (f)] is a symmetric operator. We can 
then construct the adjoint representation A *(f) on a larger 
domain !iJ * and the transposed A * 1 (f) acting in iiJ *'. In 
practice, it might be hard to give an explicit description of 
!iJ * and to find the explicit form ofthe fields, butthis depend 
of course of the Wightman state OJ chosen. 

A similar situation occurs when we look at representa­
tions of a Lie algebra and its universal enveloping algebra on 
a dense invariant domain !iJ other than the Garding do­
main 12 (on this last domain we get a self-adjoint representa­
tion). The generators of the Lie algebra will be represented 
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by symmetric, non-self-adjoint operators and similarly 
many elements of the enveloping algebra will not admit self­
adjoint extensions [for these last ones, it is already true on the 
Garding domain (Ref. 12, Chap. 11, pp. 323, 330)]. Ifwe deal 
with a nonintegrable representation, even the Nelson opera­
tor..1 will not be essentially self-adjoint. 

This is a typical situation where we can get the domain 
!iJ* strictly larger than !iJ, and a non-Hermitian extension 
n * which can be transposed to the dual space. 
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A class of solutions is indicated for Calapso-Guichard equations of surface theory. 
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1. INTRODUCTION 

For the problem of imbedding Guichard surfaces of the 
second kind I in the three-dimensional Euclidean space, Ca­
laps02 obtained the following equations: 

[e, + tanesx]x - [e, - cotes, ], 

+ (cose + h sine)( - sine + h cose) = 0, (1.1a) 

hx = (h - tane)sx, (1.1b) 

h, = (h + cote )s" (1.1c) 

where the intrinsic metric on the Guichard surface is given 
by 

dS~ = Wi' + w2', 

Wi = e5 sinedt, 

w2 = e5 cosedx. 

The imbedding of this surface on E 3 is given by the second 
fundamental form, or the extrinsic cuvature: 

dS~ = 'TTl' + r', 
'TTl = (cose + h sine )dt, 

r = ( - sine + h cose )dx, 

and ex -Je IJx,e,=Je IJt,exx =J2e IJx2, and so on. 
Gurses and Nutku3 have noted that Eqs. (1.1) form a 

generalization of the sine-Gordon equation and have refor­
mulated (1.1) as an inverse scattering problem. In the present 
note we seek to obtain explicit solutions of (1.1) under the 
assumption: 

h #const, e = e(h). (1.2) 

For h = const, (1.1) can be put into the form of the sine­
Gordon equation and hence need not be discussed here. 

2. SOLUTIONS 

To obtain the solutions we consider the following cases 
one by one. 

Case I: h = tane. (2.1) 
From (1.1b), (1.2) and (2.1) we note that h and e are functions 
oft only. (1.1) reduces to 

Sxx + ! (+S,), = 0, (2.2a) 

h, 
h+lIh=S,. (2.2b) 

Integrating (2.2b) and putting into (2.2a), we get the solution 
of (1.1) as 

s = - ax2 + kx + aa2 + ba + c, 
h = (e2Iaa2+ba+CI_ 1)1/2, 

e = tan-Ih. 

a is defined through 

f----..,.--d_x ___ = t, 
(e2Iaa' + ba + cl _ 1 )1/2 

a, b, c and k are constants. 

(2.3) 

Case II: h = - cote. (2.4) 
Here, hand e are functions of x only. Proceeding as in case (I) 
we get the solution as: 

S= -a't2+k't+a'{32+b 'f3+c /, 

h = (e2Ia'tI'+b'tI+ C'I_ 1)1/2, 

e = - cot-Ih. 

f3 is defined through: 

f df3 =x. 
(e2Ia'tI' + b'tI + c'l _ 1)1/2 

ai, b I, c' and d / are constants. 

(2.5) 

Case III: hx = 0, h #tane. (2.6) 
Here, in view of (l.1b), (1.2), and (2,6), h, e, and S are all 
functions of t only. (l.la) now reduces to: 

(e" - cote I(h + cote ))h ll + (e" - cote I(h + cote))h ; = sine cose (h + cote)(h - tane), 

which gives the complete solutions of (1.1), subject to (1.2), and (2.6) as e is any arbitrary function of h such that 

(h + cote )eh - cote #0. 

h is given by 

f (eh - cote I(h + cote)) dh = t. 

(A + 2 f sine cose (h + cote)(h - tane )(eh - cote I(h + cote)) dh )112 
(2.7) 
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S is given by 

J dh -s 
h + cotO - . 

A is a constant. 
Case IV: h, = 0, h + cotO ~O. (2.8) 

Here, in view of(Uc), (1.2) and (2.6), h, o and S are functions ofxonly. Proceeding as in Case III, we get the complete solution 
of (1.1), subject (1.2) and (2.8) 0 is an arbitrary function of h such that 

Oh + tanO I(h - tanO )~O. 

h is given by 

f ( (0" + tanO I(h - tanO ))dh )'/2 
t = \A + 2 S sinO cosO (h + cotO)(h - tanO )(Oh - cotO I(h + cotO)) dh . 

(2.9) 

s is given by 

s-J dh 
- h + cotO' 

Case V: hx ~O, h, ~O. (2.10) 
Define 

Y= + dh. J ( 1 I) 
h - tanO h + cotO 

(2.11) 

From (Ub) and (2.11), the condition that asxlat = as,lax 
give 

y=F+G, 

where 

F=F(x) and G=G(t). 

(1.la) reduces to 

2UJ + U/F = 2Vyg + VgG, 

where 

/ = F~ - 1, g = G; - I, 

tanOhy 
U = Oy + , V = U - h. 

h - tanO 

(2.12) 

(2.13) 

(2.14a) 

(2.14b) 

We shall show that g as a function of G satisfies a differential 
equation of the form 

CgGGG + DgGG + MgG + N = 0, (2.15) 

where C, D, M, and N are constants, not all of them are zero. 
The proof is as follows. 

If U = 0, then (2.13) reduces to 

(2.16) 

which is valid for a continuous range of values of Fand G, in 
that case. Since F can be varied with G so as to keep y con­
stant, we see from (2.16) that, if U = 0, then g satisfies an 
equation of the form (2. 15) where C = O,D = O. On the other 
hand, if U ~ 0, dividing (2.13) by U and differentiating with 
respect to F, we get 

( 2Uy ) (2Vy) [2V (V)] U y/= U y g+ ; + U y gG + {VIUlgGG · 

(2.17) 

If (Uyl U)y = 0, then, by arguments similar to the case of 
U = 0, we see thatg satisfies an equation ofthe form (2.15) 
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with C = O. On the other hand, if ( Uy I U)y ~ 0, then dividing 
(2.17) by (Uyl U)y and differentiating with respect to F, we 
see that g satisfies an equation of the form (2.15). 

Therefore, in either case, g satisfies equation of the form 
(2.15). So, either 

g = Ile - KG + Ille - K,G + 1l2e - K,G, 

or 

g = Ile - KG + e - K,G( III + 1l2G ), 

or 

g = e- KG(1l + IlIG + IlP 2), 

where Il, Ill' 1l2' K, KI and K2 are constants which could be 
real or complex, but g is real. Similarly, either 

/ = Ae - LF + Ale - L,F + A2e - L,F, 

or 

or 

/= e-LF(A + AIF + A2F
2), 

where A, AI' A2' L, LI and L2 are constants which would be 
real or complex, but/is real. 

Putting these various possible forms of g and/into 
(2.13) and using (2. 14b), we see that the only combination off 
and g that can satisfy (2.13) and (2.14) is 

(2.18) 

where A, Il, and K are now real constants. 
Putting (2.18) into (2.13) and integrating 

A Ue(K 12)y = Il Ve - (X Il)y + I, (2.19) 

where I is a constant, (2.11) can be rewritten as 

hy = (h - tanO )(h + cotO )/(tanO + cotO). (2.20a) 

Using (2. 14b) and (2.20a), we rewrite (2.19) as 

A(Oy+ tanOhy )e(kI2)y=Il(O _ cotOhy ) 
h - tanO y h + cotO 

Xe-(K12)y + I. (2.20b) 

A, Il, K, and I are constants. 
From (2.14a) and (2.18),y is given by 

y=F+G, 
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where 

J dF -x J dG - t (2.20c) 
(AeKF + 1)1/2 -, /.jte- KG + W12 - , 

and 5 is given by 

J hxdx J h,dt 
5 = h - tan8 + h + cot8 . 

(2.20d) 

It can be checked by direct substitution that (2.20) satis­
fies (1.1). Hence (2.20) contains all the solutions of (1.1) for 
the case under consideration. Since (2.20a) and (2.20b) form 
coupled first order differential equations for hand 8 as func­
tions ofy, it can be solved numerically. Sincey is given by 
(2.20c), 5 can then be determined from (2.20d). 

3. CONCLUSION 

Summarily all the solutions of (1.1) subject to (1.2) are 
given by (2.3), (2.5), (2.7), (2.9),and (2.20). While (2.3), (2.5), 
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(2.7I,and (2.9) are in completely integrated form, in Eq. (2.20) 
we have a coupled first order differential equation to be 
solved numerically. It can also be noted that the equations 
imbedding a Guichard surface of first kind can be obtained 
from (1.1) by the transformation 8-+i8, h-+ih, t-+it, x-+x 
and 5-+5. The present work can also be transformed to the 
case of Guichard surface of the first kind without difficulty 
by using the same transformation. 

'e. Guichard, e. R. Acad. Sci. 130, 159 (1900). 
2p. Calapso. Ann. Mat. Ser. III 11, 201 (1905). 
3M. Giirses and Y. Nutku, Princeton University, Joseph Henry Laboratory 
preprint. 
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We point out that the connection between surfaces in three-dimensional flat space and the inverse 
scattering problem provides a systematic way for constructing new nonlinear evolution 
equations. In particular we study the imbedding for Guichard surfaces which gives rise to the 
Calapso-Guichard equations generalizing the sine-Gordon (SG) equation. Further, we . 
investigate the geometry of surfaces and their imbedding which results in th~ Korteweg-de:,nes 
(KdV) equation. Then by constructing a family of applicable surfaces we obtam a generalIzatIOn of 
the KdV equation to a compressible fluid. 

PACS numbers: 02.40 + m, 02.30Jr 

l. INTRODUCTION 

The Korteweg--deVries and sine-Gordon equations are 
classic examples of nonlinear evolution equations which 
form completely integrable systems. They belong to a class 
of partial differential equations which can be solved by the 
inverse scattering method of Gardner, Greene, Kruskal, and 
Miura l and Zakharov and Shabat.2 At present we do not 
have a set of partial differential equations encompassing all 
such systems. Thus, given a set of equations we must first 
check whether or not they can be formulated as an inverse 
scattering problem according to the general framework pro­
vided by LaxJ and Ablowitz, Kaup, Newell, and Segur,4 
(LAKNS). It is therefore of interest to construct new equa­
tions generalizing the KdV and SO equations and in this 
paper we shall present such new systems. We shall verify 
that these generalizations are viable by showing that the new 
equations form LAKNS systems. For this purpose we shall 
in each case obtain the linear equations of the scattering 
problem for which the new nonlinear equations act as inte­
grability conditions. Finding the explicit form of the poten­
tials for the appropriate inverse scattering problem is also 
the first step toward the solution of these equations. But a 
discussion of solutions will be postponed to a future paper 
because here we shall be concerned solely with the problem 
of constructing new nonlinear evolution equations. 

We have obtained the new equations by exploiting the 
one-to-one correspondence between LAKNS systems and 
the classical theory of surfaces in three-dimensional space. 
For the SG equation where the underlying surface is pseu­
dospherical this is very familar territory,S while for the gen­
eral case this correspondence has been discussed by Crampin 
Pirani and Robinson6 at the level of connection. The "soliton 
connection" is a flat linear connection in a principal tiber 
bundle with structure group SL (2,R ). Its relationship to the 
problem of imbedding surfaces in three-dimensional Euclid-

"Alexander von Humboldt fellow. 

ean space arises from the fact that the Gauss-Codazzi equa­
tions are in this case equivalent to Cartan's equations of 
structure for SO (3).7 This correspondence suggests that the 
soliton connection can be given a richer structure at the level 
of Riemannian metrics. We shall discuss this problem in Sec. 
II where we shall formulate the LAKNS equations in terms 
of the first and second fundamental forms of the surface. 
Then, quite generally, the linear equations to be solved by 
the inverse scattering method are the Weingarten equations 
and their integrability conditions which result in the nonlin­
ear evolution equations consist of the Gauss-Codazzi 
equations. 

There are advantages to be derived from the recognition 
of the metric level appropriate to the soliton connection. 
First of all it will enable us to correct misleading statements 
in the literature to the effect that all LAKNS systems corre­
spond to pseudospherical surfaces. R The validity of such a 
statement requires the use of the equations of motion in the 
definition of the connection, but this is an identity which 
does not yield any new information about metric structure. 
On the other hand, if we can properly identify the surface at 
the metric level we can consider its generalizations in classi­
cal differential geometry and such surfaces will provide new 
examples of completely integrable systems. As an illustra­
tion of this point, in Sec. III we shall consider the problem of 
imbedding surfaces which are applicable to quadrics. These 
are known as surfaces of Guichard9 and they are generaliza­
tions of pseudosphericaJ surfaces. The Gauss-Codazzi equa­
tions for Guichard surfaces, first obtained by Calapso, 10 pro­
vide an attractive generalization of the SG equation. II We 
shall give an updated derivation of the Calapso-Guichard 
equations (eG) and cast them into the form of an inverse 
scattering problem. 

The equivalence between LAKNS systems and surface 
theory at the metric level can be exploited in a systematic 
way in order to construct new nonlinear evolution equa­
tions. We shall discuss this process in Sec. II and in Sec. IV 
apply it to the KdV equation to obtain a generalization of 
this equation, 
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At + 2UAx + 2KU x = 0, 

u, + 6uux + Uxxx - AxUxx = 0, (1.1) 
where we have introduced a new field A and K is constant. 
This pair of coupled partial differential equations can be in­
terpreted as the continuity and Euler equations for a com­
pressible fluid. In deriving these equations the first step was 
to investigate the family of surfaces for which the imbedding 
problem results in the KdV equation. It appears that this 
question has not been asked before even though it is of basic 
interest. We shall obtain the expression for the first and sec­
ond fundamental forms characterizing the geometry of sur­
faces underlying the KdV equation. Then we shall consider 
the problem of constructing applicable surfaces, that is, sur­
faces with the same intrinsic geometry as that appropriate to 
the KdV equation but with a different imbedding into three­
dimensional flat space. The resulting Gauss-Codazzi equa­
tions (1.1) are new nonlinear evolution equations. We shall 
formulate them as an inverse scattering problem and con­
clude by pointing out an alternative derivation of these equa­
tions. The connection I-form appropriate to the KdV equa­
tion can in particular be subjected to gauge transformations 
belonging to R " an abelian subgroup of SL (2,R ), which is 
also familiar as the group of scale transformations leaving 
the KdV equation invariant. Ifwe let the "scale parameter" 
become a function of position and time while preserving the 
connection I-form appropriate to this abelian subgroup, we 
obtain a new realization of the solition connection. Equa­
tions (1.1) are the conditions for this new connection to have 
zero curvature. 

II. SURFACES 

We shall briefly review the LAKNS equations of the 
inverse scattering method and the Weingarten and Gauss­
Codazzi equations of the imbedding problem in order to 
point out the one-to-one correspondence between them. The 
rest of this section is devoted to the construction of applica­
ble surfaces, which provides a systematic way for generaliz­
ing familar examples of LAKNS systems. 

We consider a moving frame in a three-dimensional flat 
space M with Euclidean or Lorentzian signature. At a point 
Pin Mwe have 

(2.1) 

eo i = 1,2,3, are the basis vectors and u/ the basis I-forms. A 
surface S is defined by 

(2.2) 

accordingly e3 is the normal vector to the surface. We shall 
let the metric of M be of the form 

ds2 = diag(I,€,7]), € = ± 1, 1] = ± 1 (2.3) 

so that there is no loss of generality in always defining the 
surface by Eq. (2.2). Cartan's equations of structure are 

de; = w/ek , (2.4) 

where Wi k are connection I-forms and their integrability 
conditions become 

(2.5) 
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where 

e'k = dWik + W') /\wlk (2.6) 

are the curvature 2-forms. We can write these equations in a 
more familar form if we introduce the first and second fun­
damental forms of the surface. That is, we consider a surface 
with the intrinsic metric 

(2.7) 

and the Riemannian connection on S is given by the I-form 
w l

Z where 

(2.8) 
with the Greek indices ranging over two values only. Finally 
we have 

dWCl /3 = KWCl /\ w/3, (2.9) 

where K is the Gaussian curvature of the surface. We shall 
now consider the imbedding problem and to this end we let 

- ds/ = Wi ® 17"1 + €W 2 ® 17"2 (2.10) 

denote the extrinsic curvature, or the second fundamental 
form of S. The Gauss-Codazzi equations for imbedding S in 
M are the same as Eqs. (2.5)-(2.6) with the identification 

W I
3 =17"I, 

w\ = rr2 

and therefore we have 

dw 12 - €1]rrl /\ r = 0, 

drrl + w i
Z /\ r = 0, 

dr-€w1z/\rr l =0. 

(2.11) 

(2.12) 

Finally, from Eq. (2.2) which defines the surface, we have the 
condition 

(2.13) 

In the imbedding problem the equations of structure (2.4) are 
also known as Weingarten equations and together with their 
integrability conditions which are the Gauss-Codazzi equa­
tions (2.12) they constitute the fundamental equations of the 
subject. 

The Gauss-Codazzi equations for imbedding S in M 
can be written as Cartan's equations for SL (2,R ) 

(2.14) 

where c/
k 

are the structure constants ofSL (2,R ). Hereafter 
Latin indices will stand for SL (2,R ) values and range over 
i = 0,1,2. Equations (2.14) will be identical to Eqs. (2.12) pro­
vided we let 

W
1
2 = -(2i/~)OO, 

17"1 = i1]I(O 1 + ( 2), 

r = 1]1~( _ () 1 + ()2), 

since 

C l 0 2 = 1, 

(2.15) 

C0
1

J = -Co
22=2, (2.16) 

are the non vanishing structure constants of SL (2,R ). In the 
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form which will be most useful for our purposes we can ex­
press this result as follows: 

Given the first and second fundamental forms of the 
surface as in Eqs. (2.7) and (2.10) we can construct an 
SL (2,R ) valued connection I-form 

(
eO e 1 ) 

r= e2 __ eO ' (2.17) 

where e i are given by Eqs. (2.15), which has a vanishing 
curvature 2-form 

e = dr + r 1\ r = 0 (2.1S) 

by virtue of the Gauss-Codazzi equations (2.12). 
When we turn to the problem of solitons, we find that 

the soliton connection is an SL (2,R ) valued I-form as in Eqs. 
(2.17), where" 

eo = -- (Adt + i~dx), 
e ' = -- (Bdt + qdx), 

e2 = -- (Cdt + rdx), 

(2.19) 

and A,B,C,q,r are functions of t and x while ~ is a constant. 
The condition that its curvature 2-form should vanish, [cf. 
Eqs. (2.IS)], reduces to the LAKNS equations 

Ax =qC--rB, 

Bx -- 2i~B = q, -- 2Aq, 

Cx + 2i~C = r, + 2Ar, 

(2.20) 

where here and in the following subscripts such as x, t denote 
partial differentiation with respect to the coordinates. In 
both problems we have SL (2,R I-valued flat connection 
forms but there is one further condition which must be satis­
fied before we can establish their equivalence. In Eqs. (2.19) 
~, which will be the eigenvalue in the inverse scattering 
method, must be a constant. Starting with the connection 
given by Eqs. (2.17) we can always perform an SL (2,R ) gauge 
transformation 

r' =.xr.x -I +.xd.x -I, 
where 

.x=~ ~), ab--fJy= I, 

(2.21) 

(2.22) 

to cast it into the form given in Eqs. (2.19) and vice versa. The 
condition (2.1S) is gauge-invariant and therefore we have a 
one-to-one correspondence between LAKNS systems and 
the classical theory of surfaces imbedded in a three-dimen­
sional flat space M. 

We shall now consider the problem of constructing ap­
plicable surfaces. These surfaces will carry the same intrinsic 
metric as in Eqs. (2.7) but a different imbedding. The choice 
of the new expression for the second fundamental form 
(which via the Gauss-Codazzi equations leads to new equa­
tions of motion) is best understood by turning to Egs. (2.21). 
In these eguations we have the transformation rule for the 
connection under a change of gauge. We have already re­
marked that the soliton connection is a flat connection and 
this property is invariant under gauge transformations. It 
will be useful for our purposes to specialize to transforma­
tions belonging to R . which is an abelian subgroup of SL 

1395 J. Math. Phys., Vol. 22, No.7, July 1981 

(2,R ), where 

.x = (~ e ~A) (2.23 

is a typical element. In this case Egs. (2.21) reduce to 

e'o = eo + dJ., 

e " = e2A
e " (2.24 

e'2 = e- 2Ae2
, 

and through the identifications (2.15) we find that this 
change of gauge corresponds to the simultaneous rotations 

w'C> = (il -')a pwP, 

(2.25 

where 

il = (COShU -- (i1t!)SinhU). 
i€!sinhU coshU 

(2.26 

is a position-dependent rotation. The transformation law for 
the connection I-form on S is given by 

(2.2T 

which follows from Eqs. (2.15) or directly from Eqs. (2.25). 
Since the equations of motion are obtained from the gauge­
invariant condition that the curvature should vanish they 
are not affected by gauge transformations such as the one 
implicitly defined by Eqs. (2.25). If, however, we undo the 
rotation in Eqs. (2.25) for! waJ only, we shall find an applica­
ble surface where 

(rJU --+(i) a , 

(2.2S: 

and J. will now enter as a new field into the equation of mo­
tion. In this case WI 2 remains invariant and we have 

e O_() 0, 

() I_+(?A() 1, (2.29: 

() 2 ---'rl! - 2Ae 2, 

in place ofEqs. (2.24). The requirement that the curvature of 
the new connection be zero results in 

eo=o, 
e 1 + 2d)' 1\ () I = 0, 

e 2 __ 2d)' 1\ e 2 = 0, 

(2.30) 

which are new equations of motion. We note that the eo 
component of curvature remains unchanged when we con­
sider applicable surfaces. Therefore if we want to obtain new 
field equations by using this method, we must start with a 
connection where eo vanishes identically. In Sec. IV we 
shall apply this construction to the KdV equation. 

III. CALAPSo-GUICHARD EQUATIONS 

The prototype of a completely integrable system where 
surface theory plays a paramount role is the SG equation. 
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The Gauss-Codazzi equations for imbedding pseudospheri­
cal surfaces in E 3 reduce to the SG equation and there are 
generalizations of this equation which utilize the same in­
trinsic geometry.S.12 In contrast, the 2-surface behind the 
Calapso-Guichard (CG) equations is a quadric. So we con­
sider an intrinsic metric on the surface with the basis I-forms 

Wi = eSsintJdt, 

w2 = eScostJdx, (3.1) 
which differs from the metric ofa pseudospherical surface by 
a conformal factor. The Riemannian connection on the sur­
face is given by the I-form 

(3.2) 

which follows from Eqs. (2.8) and (3.1). The imbedding of 
this surface in E 3 is given by the second fundamental form 
[cf. Eq. (2.10)], where 

tTl = (costJ + hsintJ )dt, 

~ = ( - sintJ + hcostJ )dx (3.3) 

are the basis I-forms. We can now verify the fundamental 
property of Guichard surfaces which is responsible for the 
parametrization used in Eqs. (3.3): Ifwe consider two Gui­
chard surfaces S,S ' which have the same extrinsic curvature, 
then their principal radii of curvature Pi'P; where 

tTl = PIW
I = P'I (Wi)', 

tT
2 

= P2W2 = p~ (w 2
)' 

satisfy the relation 

~ (PIP; +P2P;) = - 1. (3.4) 

The surface S ' is said to be the associate of S and they are 
related by the transformations 

eiii ' = [(1 + ih )/(1 - ih )]e -Iii, 

eS' = e- s(1 + h 2), (3.5) 

h' =h. 

Historically Eq. (3.4) has been the starting point of the inves­
tigations on the surfaces of Guichard. Using Eqs. (3.2) and 
(3.3) in Eqs. (2.12) we obtain the Gauss-Codazzi equations 
for imbedding S in E 3 

(tJx + tantJ Sx)x - (tJ, - cottJ S,), 

+ (costJ + hsintJ)( - sintJ + hcostJ) = 0, 

hx = (h - tantJ )Sx' 

h, = (h + cottJ )s,. (3.6) 

These are the Calapso-Guichard equations. We may also 
call them sine-Guichard equations because they are obtained 
for Guichard surfaces of the second kind. Needless to say, 
there is also a sinh-Guichard system which generalizes the 
sinh-Gordon equation 

1396 

(tJx +cothtJSx)x +(tJy +tanhtJSy)y 

+ (coshtJ + hsinhtJ )(sinhtJ + hcoshtJ ) = 0, 

hx = (h + cothtJ)Sx' 

hy = (h + tanhtJ )SY' 
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(3.7) 

These equations are Gauss-Codazzi equations for the sur­
faces of Guichard of the first kind. We shall not consider 
them any further in this paper except to note that every state­
ment concerning the sine-Guichard equations can be trans­
lated into an analoguous one about the sinh-Guichard 
equations. 

We shall now consider the formulation ofCG equations 
as an inverse scattering problem. For this purpose we need to 
transform these equations into a form whereby the corre­
spondence limit of our results with those of Ablowitz, et al.4 

will become manifest. Hence we shall first introduce null 
coordinates. 

u = t - x, v = t + x, (3.8) 

and rewrite Eqs. (3.6) in this new coordinate system. We find 

(tJ" - cot2tJ Su - csc2tJ S,').' 

+ (tJ
" 

- cot2tJ S" - csc2tJ s u )u 

+ (costJ + hsintJ )( - sintJ + hcostJ ) = 0, 

h" = (h + cot2tJ Is, + csc2tJ Su' 

hu =(h+cot2tJ)Su +csc2tJS", (3.9) 

which has a symmetric dependence on the null coordinates 
but the lack of Lorentz covariance of the CG equations has 
resulted in long expressions. We note that either in Eqs. (3.6) 
or in Eqs. (3.9) we can completely eliminate S to obtain two 
coupled partial differential equations for tJ and h. This form 
of the equations is useful in the form ulation of the initial 
value problem but we shall keep S for ease of handling the 
equations. Finally, we shall remark that in CG equations h 
behaves in a manner similar to a stereo graphic variable. In 
particular the introduction of stereographic angle where 

h = tan((,612) (3.10) 

simplifies the calculations. This relation is suggested, for ex­
ample, by Eqs. (3.5) which now reduce to the 
transformations 

tJ' = d> - tJ, 

d>' = (,6, 

relating a Guichard surface S to its associate S '. 

(3.11 ) 

The formulation ofCG equations as Cartan's equations 
for SL (2,R ), [cf. Eq. (2.14)] follows from Eqs. (3.2), (3.3) and 
the identification in Eqs. (2.15). In the null coordinate system 
the I-forms are given by 

8°= -V(tJ/I -cot2tJSu -csc2tJSv)du 

+ !i(tJv - cot2tJ St, - csc2tJ Su )dv, 

8 I = V(I + ih)e - iiidu + ~i(I - ih )eiiidv, 

8 2 =-8 1
, (3.12) 

where bar denotes complex conjugation. However, as we 
mentioned in Sec. II, the connection I-form r obtained from 
Eqs. (3.12) is not directly in the canonical form of a soliton 
connection. In order to achieve the canonical form required 
by the inverse scattering method we must perform a gauge 
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transformation, as in Eqs. (2.21). We find that 

2-( a a) 
- - l!2a 1/2a ' 

(3.13) 

where 

(3.14) 

with 

(3.15) 

the desired transformation matrix. ; is so far an arbitrary 
constant which will eventually be interpreted as the eigen­
value in the inverse scattering problem. From Eqs. (2.21) and 
(2.19) we can now determine the potentials which appear in 
the inverse scattering problem. The results are 

q = - !i(2t?-v - cot2t?- Sv - csc2t?- Su) + Hhv + if, 
r = - !i(2t?-" - cot2t?- Sv - csc2t?- Su) + Hh" - If, 

A = [iI(1 + h 2)] [;(1 - h 2) - 2ihf]cos2t?-

+ [iI(1 + h 2)] [2;h + i(1 - h 2)f]sin2t?-, 

B = - V (csc2t?- St' + cot2t?- S u ) + Hhu 
+ -[ 1/(1 + h 2)] [2;h + i(1 - h 2)f]cos2t?­
- [1/( 1 + h 2)][; (1 - h 2) - 2ihf] sin2t?-, 

C = - !i(csc2t?- Sv + cot2t?- Su) + Hhu 

- [1/(1 + h 2)] [2;h + i(1 - h 2)f]cos2t?­

+ [l/( 1 + h 2)][; (1 - h 2) - 2ihf] sin2t?-, 

where 

H = !(;h + If)l[/(1 + h 2)]. 

(3.16) 

(3.17) 

We have thus cast the Calapso-Guichard equations into a 
form whereby solutions can be obtained by a direct applica­
tion of the inverse scattering method. 

IV. SURFACE THEORY AND KdV EQUATION 

The theory of surfaces has not played a significant role 
in the case of KdV equation. In this respect historically the 
approach to the SG and KdV equations has led through very 
different routes. But in this paper we have emphasized the 
one-to-one correspondence between surface theory and 
LAKNS systems, a distinguished member of which is the 
KdV equation. It is therefore natural to ask about the nature 
of the surface, i.e., its intrinsic geometry and imbedding in 
M, which gives rise to the KdV equation. 

In order to investigate the geometry underlying a given 
LAKNS system it is necessary to proceed in a direction op­
posite to that familiar from surface theory. Thus we shall 
start with the soliton connection of AKNS and finally obtain 
the first and second fundamental forms of the surface. The 
AKNS connection for KdV equation is given by the I-forms. 

(}O = (_ 4i;3 + 2i;u - ux)dt + i;dx, 

() I = (4; 2U + 2i;ux - 2u2 
- uxx )dt + udx, (4.1) 

(}2 = (_ 4;2 + 2u)dt - dx, 

and the requirement that its curvature 2-form should vanish 
results in 

u, + 6uux + Uxxx = 0, (4.2) 

which is the KdV equation. The connection I-form in Eqs. 
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(4.1) is not particularly useful for our purposes but we are 
free to perform SL (2,R ) transformations to write it in any 
gauge we desire. There is in fact a well-known gauge where 
simple expressions for the connection I-form are obtained: 

(}o= -uxdt, 

() I = dx - 2udt, (4.3) 

(}2 = _ udx + (2u 2 + uxx)dt. 

and this gauge is interesting because the new () 0 is manifestly 
the connection of a Riemannian metric. Hence we can iden­
tify the first fundamental form of the surface 

ds~ = 32udt 2 + 16dtdx, (4.4) 

where 

OJI = dx + 2(u + 2)dt, 

OJ2 = dx + 2(u - 2)dt (4.5) 

are the orthonormal basis I-forms. We can verify that with 

c = - 1 (4.6) 

the Riemannian connection I-form OJ 12 is consistent with () 0 

given by Eq. (4.3) and the definition in Eq. (2.15); and fur­
thermore the conditions (2.13) are satisfied identically. Fur­
ther comparison of Eqs. (2.15) and (4.3) leads to 

1]= -1 (4.7) 

and equations (4.6) and (4.7) determine the nature of the im­
bedding problem for the KdV equation. From Eq. (2.9) we 
find that 

(4.S) 

is the Gaussian curvature of the surface. It remains to identi­
fy the second fundamental form of this surface and from Eqs. 
(2.15) and (4.3) we find 

ds~ = 2dx2 
- Sudtdx + S(u 2 

- 4K )dt 2. (4.9) 

The imbedding problem of a surface with the first and sec­
ond fundamental forms given by Eqs. (4.4) and (4.9) is equiv­
alent to the KdV equation. We shall now consider a new 
family of surfaces applicable to this surface and obtain a 
generalization of KdV equation. 

The KdV equation has well-known scale in variance 
properties. That is, it remains invariant under the 
transformations 

u---+e - 4A U , 

x---+e2Ax, 

t---+e6At, 

(4.10) 

where A. is an arbitrary constant parameter. A familiar con­
sequence of this invariance is the similarity solution of the 
KdV equation which is known as cnoidal waves. The origin 
of this invariance can be traced to the gauge transformations 
the KdV soliton connection may be subjected to. In particu­
lar we can check that under the transformations (4.10) the 
soliton connection defined by the I-forms in Eqs. (4.3) trans­
forms according to Eqs. (2.24). Hence scale transformations 
leaving the KdV equation invariant can alternatively be re­
garded as gauge transformations of the KdV connection 1-
form for R '. In order to construct applicable surfaces to the 
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KdV -surface we shall proceed as in Sec. II and promote the 
"scale-parameter" A to become a function of x and t. We 
shall further let the KdV connection I-form (4.3) suffer the 
transformations (2.28) so that 

(J0 = - uxdt, 

(J 1= eA(dx - 2udt), 

(J2 = e- A [- udx + (2u2 + uxx)dt], 

and from Eqs. (2.30) we find 

AI + 2UA x = 0, 

(4.11) 

(4.12) 

which are new equations of motion. These equations are also 
scale-invariant under the transformations (4.10). 

Equations (4.12) can be further extended to Eqs. (1.1) by 
scaling the connection I-forms (4.11) according to 

(j0 = (1 _ K)(J°, 

(j I = (1 - K)(J I, 
(j2=(J2, 

(4.13) 

where K=/= 1 is an arbitrary constant. Such a transformation 
does not belong to SL (2,R ) and therefore it does not describe 
an invariance property of the field equations. Rather, it leads 
to a new result which consists of the introduction of an arbi­
tray constant into the field equations. This process is consis­
tent because go = 0 is once again identically satisfied. The 
remaining conditions on the curvature result in Eqs. (1.1) 
and we note that the KdV limit of these equations is given by 

(4.14) 

which are both necessary. Finally we shall remark that for 
K=/=O the first of Eqs. (1.1) can be written as 

PI + (2up)x = 0, (4.15) 

with 

(4.16) 

which is a continuity equation without source terms. 
We shall now formulate Eqs. (1.1) as an inverse scatter­

ing problem. Once again we must subject the connection 1-
forms (4.11) to a gauge transformation in order to cast them 
into the form ofEqs. (2.19). In this case the required SL (2,R ) 
transformation is given by 

(4.17) 

where 

(4.18) 

From Eqs. (2.21) and (2.19) we can identify the LAKNS po­
tentials which turn out as follows: 
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A = -(I +2ib",8)(I-K}Ux -2ib"(I-K)U(1 +ib",8)eA 

-,8(2u 2 + uxx)e- A
, 

B = 2ib"(1 - K}U, - 2b"2(1 - K)ueA + (2u 2 + uxx)e- A 

C = - 2( 1 - K),8 (I + ib",8 )u x +,81 

- 2( 1 - K)u(1 + ib",8 fe" -,8 2(2u2 + uxx}e --" 

q=b"2(I-K)eA -ue-"', (4.19) 

r = (I - K)(I + ib",8)2eA + u,82e- A + ,8x' 

and solutions can be obtained by application of the inverse 
scattering method. 

There is another aspect of Eqs. (1.1) which is useful 
from the stand point of constructing solutions. Namely, the 
scale in variance of these equations allows them to be brought 
into the form of a single nonlinear ordinary differential equa­
tion. We shall introduce 

(4.20) 

which together with A from a set of scale-invariant variables. 
In terms of these quantities Eqs. (1. I} reduce to 

[27zV' + z(18v + 24 - z)v' - 12v(2 + v)](6v - z} 

- 3K(6v' - 4v)(27zV' - 18zV + 18zv) = 0, (4.21) 

where prime denotes derivative with respect to z. For K = 0 
the content of this equation is not different from the corre­
sponding result for the KdV equation. 
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A method is developed for numerical evaluation of integrals with k-integration range from 0 to 00 

that contain a spherical Bessel functionil(kr) explicitly. The required quadrature weights are 
easily calculated and the rate of convergence is rapid-only a relatively small number of 
quadrature points is needed-for an accurate evaluation even when r is large. The quadrature rule 
is obtained by the method of product integration. With the abscissas chosen to be those of 
Clenshaw-Curtis and the Chebyshev polynomials as the interpolating polynomials, quadrature 
weights are obtained that depend on the spherical Bessel function. An inhomogenous recurrence 
relation is derived from which the weights can be calculated without accumulation of roundoff 
error. The procedure is summarized as an easily implementable algorithm. Questions of 
convergence are discussed and the rate of convergence demonstrated for several test integrals. 
Alternative procedures are given for generating the integration weights and an error analysis of 
the method is presented. 

PACS numbers: 02.60.Jh 

I. INTRODUCTION 

A recurring problem in many areas of physics is the 
evaluation of integrals such as 

II(r) = .r k 2 dkit(kr)¢t(k), (1) 

whereil(kr) is a spherical Bessel function of the first kind. I 
The function ¢/(k) is usually known only numerically, but is 
well-behaved, i.e., it has threshold and asymptotic behavior 
constrained by the physics of the problem. Such integrals 
arise in nuclear physics when calculating charge-form fac­
tors, in atomic and molecular physics when working with 
variational functionals, in many types of scattering prob­
lems, etc. This report derives from our need to evaluate in~e­
grals as in Eq. (1) for a study concerning the shell structure of 
nuclear three-body wave functions for the A = 6 bound 
states. 2 Though integrals of this type do arise frequently in 
physical problems, there does not seem to be a method pub­
lished for evaluating them directly by numerical methods. 3 

Certainly,}dkr) can be decomposed as l 

il(kr) = u,(kr) coskr + v,(kr) sinkr, (2) 

and then one of the methods for evaluating integrals of the 
form 

, 1= 2 {coSkr} I dr) = k dk . k h(kr) 
o sm r 

(3) 

can be used, but a great amount of facility is lost by not 
dealing directly with Eq. (1).3 The method we propose over­
comes the two main difficulties in evaluating numerically 
integrals like I (r): (1) the infinite range of integration and (2) 

"Guest Worker. National Bureau of Standards., 

the highly oscillatory nature ofi,(kr) when r becomes large. 
The second difficulty in particular thwarts all conventional 
quadrature rules. Our approach is to apply the approximate 
product-integration method directly to Eq. (1). 

The product-integration method is now almost 35 years 
0ld4 and has been applied in a number of situations. 5 One of 
its earliest applications was in the numerical solution of inte­
gral equations by Young6 and not long ago it was the tech­
nique proposed by Kim 7 for solving the three-body Faddeev 
integral equations with local potentials. Lately, Sloan and 
Smith,8 and SloanS have studied the convergence properties, 
error estimates, and choice of abscissas in applying the prod­
uct-integration method to various integrals. The power of 
the method is readily apparent in reviewing its past applica­
tions.5 The essence of the product-integration rule is to ap­
proximate an integral as follows: 

(b N 
L g(k )/(k) dk-::::: J;'owJ(k;), (4) 

where the weights Wi are exact if I(k ) is any linear combina­
tion ofa chosen set of functions {qJJ~. Generally, the inte­
grand contains an "offensive," but analytically known and 
factorable part, g(k ), which is used to generate a set of 
weights {Wi}~ that contain it implicitly. One of the impor­
tant aspects with respect to convergence is the choice of 
{k; }~. In fact, the convergence theorems that have been es­
tablished5 can yield practical means for choosing the set of 
abscissas {k; }~. Specifically, it is known8 that for the Clen­
shaw-Curtis9 abscissas, k; = cosi1T/N, O<J<.N, if the 
weights Wi are chosen to make Eq. (4) (with b = - a = 1) 
exact when I(k) is any polynomial of degree <.N, then the 
sum in Eq. (4) converges to the exact result as N_ 00 for all 
continuous functions I(k) provided g(k )ELp [ - 1,1] for 
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some p > 1. Furthermore, the sum of the absolute values of 
the weights converges to the least possible value 

N II l~i~;~olw;1 = )g(k)1 dk. 

These results provide a solid framework within which to 
work. 

(5) 

With the functionsqJ;, chosen to bethe Chebyshev poly­
nomials lo of the first kind, TiO our objective is to apply the 
product-integration method to Eq. (1) and obtain the weights 
w;(r) [dependent onjl(kr)] with minimal (physical) assump­
tions about the threshold and asymptotic behavior of ¢,(k J. 
By ajudicious choice of mapping from [0,(0), to [ - 1,1] and 
explicit removal of the threshold and part or all of the as­
ymptotic behavior from cPI(k), we find inherent simplicity in 
the mathematics in that the W; can be expressed analytically 
in terms of known functions. Moreover, the weights are easi­
ly computed directly from an inhomogeneous recurrence re­
lation. The strengths of the method will become more appar­
ent later in the paper, but at this stage it is already clear that 
given the weights Wi' the integration is easily done and con­
vergence is guaranteed. We emphasize in this paper the 
choice of abscissas, methods for obtaining the weights (to­
gether with our "best"choice method), applications to test 
integrals to study and demonstrate the rate of convergence, 
and the exact analytical results for the Wi' including sum 
rules. 

The layout of the paper is as follows: Sec. II contains a 
description of the product-integration method applied to Eq. 
(1) and mentions the possible methods for calculating the 
weights. This section also includes brief comments about 
convergence; Sec. III describes in detail our preferred meth­
od for computing the weights Wi' i.e., recurrence for the 
weights directly; Sec. IV comprises applications of the meth­
od to various test integrals; and Sec. V presents a summary 
and conclusions. Two appendices follow the main text and 
give alternative methods for computing the weights. In Ap­
pendix A, an indirect recurrence method is given including 
an error analysis. Appendix B holds closed form expressions 
for the weights. 

II. FORMALISM FOR ABSCISSAS AND WEIGHTS 

We are interested in integrals of the type 

II(r) = lock 2 dkjdkr)cP,(k), 

where cP,(k ) comes from a physical problem such that its 
threshold and asymptotic behavior are 

and 

cP,(k)~C~/km+2, 
k .() 

(1 ) 

(6) 

(7) 

where c~ and C'"<O are constants and m>O. (The method 
given below for evaluating Eq. (1) in fact requires only that 
cP,(k) goes to zero equal to or faster than 11k 2.) In applying 
the product-integration method, we map onto the interval 
[ - 1,1] by 
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X= 
k 2 + a 2 

and inversely by 

k=a( 1 +X)I/2>O, 
I-x 

(8) 

(9) 

where a is a scale parameter. With this transformation and 
with Chebyshev polynomials used to expand 
¢l [a((1 + x)/(1 - X))I/2], the quadrature weights can beob­
tained analytically. A simple transformation given below 
takes the quadrature weights on [ - 1, I] to those on [0,(0). 
Besides the change of variable, we divide out the threshold 
and part or all of the asymptotic behavior of cPl(k), making 
the result a rather slowly varying function for fitting 
purposes 

k' [(k2+a2)1~\n+/)/2 J 
(k2+a2)1+\1l+11/2 k' ¢,(k) , 

where n<m with m as defined in Eq. (7). After these two 
steps, Eq. (1) can be written as 

I,(r) = f~ Igl~(r,x)I'n(x) dx, (10) 

with 

(1 + x)(I+ 11/2 • ( (1 + X)I12] 
g" (r x)=a 3 j ar --

In ,- (1 _ X)13 - ,,)12 / 1 - X ' 
(11 ) 

and 

(k 2 + a 2 ) I + In t- 1)/2 

lin (X)= ----~ -'----'--------,cp/(k ). (12) 
an + 22' + I" t- 1)/2 k / 

Eqs. (10)-(12) are the starting point for the product-integra­
tion method. 

The approximate prOduct-integration is defined as 
N 

II(r):::::1 [vIr) = L w;(l,n;a;r)};n (xN ;), ( 13) 
i=O 

where N + 1 is the number of quadrature points, Wi are the 
quadrature weights, and x Ni are the abscissas. In this appli­
cation, the weights carry knowledge about the oscillatory 
Bessel function. As the fitting polynomials, the Chebyshev 
polynomials of the first kind are chosen because of their 
powerful fitting characteristics, especially to smooth func­
tions like ftn (x). We write 

N 

I'n(x)::::: L b ~;Ti(X), (14) 
1=0 

and require that 
N 

ftn(xNj ) = L b ~i Ti(xNj ), (15) 
i=O 

where the x Nj are the Clenshaw-Curtis abscissas9 

x Nj = cosj17/N O<J<N. (16) 

The Clenshaw-Curtis abscissas are chosen because they are 
easy to compute, they permit us to use the discrete orthogon­
ality properties of the Chebyshev polynomials, they intro­
duce economy when N is doubled since the N + 1 previous 
evaluations of ftn (x) can be used again, and they permit ap­
plication of the Sloan-Smith convergence theorems. 8 A 
drawback in their use is the inclusion of the end points of the 
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integration although this is easily overcome if it becomes a 
nuisance (see below and Sec. IV). With this choice, 

J
I N 

II(r) = _lgfn(r,x)hn(X) dXZi~ob ~iai(/,n;a;r), (17) 

where 

ai(l,n;a;r) = f 18% (r,x) Ti (x) dx. (18) 

The b ~i are obtained from Eq. (15) by use of the discrete 
orthogonality of the Ti (xNj ) = cosij1T/N, 

N 

I aNjTk (XNj )Ti (XNj ) = NO,k/2aNi, 
j~O 

where 0ik is the Kronecker delta and 

aNO=aNN=~, 

aNi = 1 for l<i<N - 1, 

thus, 

(19) 

(20) 

b~i =aNi.3..±aNjTi(XNj)hn(XNj)' (21) 
Nj=o 

When Eq. (21) is substituted into Eq. (17) and the result com­
pared with Eq. (13), the formula for the weights is obtained: 

2 N 
Wi = aNi - IaNj1j(xNi)aj(/,n;a;r). (22) 

Nj~o 

Clearly, the problem of generating the weights amounts to 
evaluating the integrals aj(/,n;a;r), Eq. (18). 

To set up the product-integration method, it was natu­
ral to work on [ - 1,1]. Nevertheless, the evaluation of the 
aj(/,n;a;r) is more transparent on [0,(0). Theaj integrals 
become 

a (In-a'r)=a321+(/+nI/2 j'luk)T __ _ l'" (k2_1) 
J ' , , 0 lit" J k 2 + 1 

k l + 2 dk 
X , (23) 

(k 2+ 1)1+(I+n)/2 

with Jl = ar. In the schemes for computing the aj , we restrict 
(I + n)l2 to be an integer >0. For the recurrence scheme 
outlined in Appendix A, the integral in Eq. (23) is general­
ized to 

(24) 

and a recurrence scheme worked out for the JlPJq IJL). The aj 

are obtained for q = (l + n)l2 = integer>O. Exact expres­
sions for the Wi can be obtained by substitution of Eq. (23) 
into Eq. (22) and summing over) as described in Appendix B. 
The latter procedure serves as the starting point for deriving 
inhomogeneous recurrence relations for the Wi themselves­
the method we advocate for practical computation of the Wi 
with the least loss of accuracy. These weight-recurrence rela­
tions are derived in the next section. 

The weights on [ - 1,1] are certainly the quantities to 
generate by the product-integration scheme presented here, 
but weights on [0,00 ) are more useful for direct evaluation of 
Eq. (I). When we define 

N 

II(r)zI W(/,n;a;r)<p1 (kNi ) (25) 
1=0 
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with 

kNi = acoti1T/2N, (26) 

the weights on [0,(0) are given by 

Wi (/,nja;r) 
W(I n-a'r) = -------~-::-

, , " (l-xNi)l+n/2(1 +XNi)112 
(27) 

The interval end points do not pose a problem since 

lim<Pl(k )-C~k I = c~al( 1+ X)I/2 
k--.G I - x 

(28) 

and 

lim <P/(k )-C~ k -m -2 = Cl",a - m - 2( 1-X)I + m/2. 
k~.", I +X 

(29) 

Moreover, in practice, if m > n, then the i = ° term (weight 
Wo) can be dropped since its contribution is zero. Otherwise, 
for m = n, the i = ° term contributes 

woC I", a - n - 22 - I - (I + n)/2. 

Similarly, at the origin for I =1= 0, the i = N term contributes 

wNC~a12 -1-(I+n)12. 

Now that the scheme has been laid out, it is appropriate 
to raise questions about convergence; in particular, is the 
condition of the Sloan-Smith theoremS satisfied? The theo­
rem guarantees convergence of I fIr) to II (r) as N- 00 
provided 

f~ I 18% (r,x) Ip dx < 00 (30) 

for some p > 1, or applied to the present case, 

(31) 

For the I values considered here, 1=0, I, and 2, one can 
show that Eq. (31) is satisfied as follows: 

1=0,2 n>2 (n = 2,4,6, ... ), 

I = I n> I (n = 1,3,5, ... ). 
(32) 

Since Eq. (31) is a sufficiency statement, it can be violated 
and convergence still is possible. That convergence can still 
occur will be demonstrated explicitly in Sec. IV for test inte­
grals in the cases 

1=0 n=O 

/=1 n =-1 (33) 

1= 2 n = - 2,0 

Therefore, the product-integration method as applied here 
to integrals of the type given in Eq. (I) is on a sound footing 
and convergence is guaranteed for a large range of n values. 
We are now ready to get to the practical matter of computing 
the Wi' 

III. CALCULATION OF THE WEIGHTS 
In this section we derive the details of our recommend­

ed procedure for calculating the weights Wi defined in Sec. 
II. The final algorithm for generating the weights is in fact 
quite simple and straightforward. We summarize it, there­
fore, at the end of this section for the reader who may wish to 
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implement it immediately. 
From Sec. II, Eqs. (18) and (22), the weights can be ex­

pressed as 

2 N 
w;(/,n;a;r) = aN; - IaNj 1j(xNi )ai (/,n;a;r), 

Nj=o 

where 

! i=O,N. 

aN; = 1 O<i <N. 

X Ni = COS(i1T/N), 

aj(/,n;a;r) = f Igfn(r,x)1j(x) dx. 

Thus, we have 

(22) 

(16) 

(18) 

2fl N w;(l,n;a;r) = aNi - dxgf,,(r,x) IaNj 1j(xNi )1j(x). 
N -I j=O 

(34) 

The sum appearing in this last expression may be evaluated 
in closed form. The derivation is given in Appendix B [Eqs. 
(1)-(4)]. The result needed here is 

N _ I ; sinNcp sincp 
IaNj 1j(xN;)1j(x)-2(-I). ' (35) 

j = 0 COS(l1T / N) - coscp 

where 

x = coscp, o c;;,cp c;;,1T. 

Defining 

f3 = i1T/N, 

C = a Ni ( - IY/N, 

we then have 

f l sinNcp sincp 
w;(/,n;a;r) = C dx gfn (r,x) . 

- I cos(J - coscp 

(36) 

(37) 

(38) 

(39) 

We note here that the integrand has in fact no singularity at 
cp = f3 since sin Nf3 = O. However, with the aim of writing a 
difference equation, we write Eq. (39) in the form 

w;(/,n;a;r) = Cfl dx gfn(r,x) sinNcp sincp - sinNf3 sinfJ. (40) 
- I cos(J - coscp 

We now define the function 

Via) = Cfl d a ( ) sin}cp sincp - sin}f3 sinfJ 
jVJ X gin r,x , 

- I COs(J - COScp 
(41) 

in which f3 and C retain their previous definitions, i.e., they 
are functions solely of i and N. The only dependence on the 
index} is that shown explicitly above in the numerator of the 
integrand. For} = N, the function V; f/3) is identical to the 
desired weights 

V Nf/3) = w, (/,n;a;r). (42) 

For} =I- N, the V; f/3 ) are not equal to the weights for a differ­
ent N, and, in particular, sinjf3 =1-0 for}=l-N. The integral as 
defined above, has, however, no singularity at cp = f3for any} 
(which is the reason for making the subtraction in the numer­
ator of the integrand). 

We can now write a difference equation for the V;f/3). 
Using 

sin(i + l)cp + sin(j - I)cp = 2sinjcpcoscp 
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(and similarly with cp replaced by f3), we obtain the recur­
rence relation which constitutes the basis for our calculation 
of the weights 

V; + I f/3) - 2cos(JV;f/3) + ~ _ I f/3) = Gj , (43) 

where 

Gj = - 2C f~ Idx gfn(r,x)sinjcpsincp. (44) 

Equation (43) is a second-order, linear, inhomogeneous dif­
ference equation with constant coefficients if3 does not de­
pend on}). Note that ~if3) is defined for all}, although Wi 

was defined only for N> O. 
To implement the recurrence relation, we will need 

(a) The initial values Voif3) and VI f/3); 

(b) A means of calculating the Gj • 

[In order to obtain VNf/3) we need Gj only for O<jc;;,N - 1]. 
The form of the difference equation itself [Eq. (43)] is inde­
pendent of the particular kernel gf" (r,x). The values obtained 
for the functions ~f/3) and for the weights w;(/,n;a;r) depend 
on the kernel via the values VolfJ), VIIfJ), and the set of inho­
mogeneous terms, {Gj };;' - I. 

Since the difference equation has constant coefficients, 
we can in fact write the solution directly, as a sum. However, 
for computational purposes, it is simpler and quicker to 
compute V N IfJ ) from the recurrence relation. We therefore 
leave details of the solution to the difference equation for 
Appendix B and proceed to the evaluation of the initial value 
VI if3), after noting that Voif3) = O. 

From the expression (41) for the ~1fJ), we have 

VI if3) = C f~ I dx gfn (r,x)(cos(J + coscp ) . (45) 

To proceed further we must specify the function gfn' From 
Eq. (11), 

(1 + x)(/+ 1)/2 . [ (1 + X)I12] 
go (r x)=a3 J ar --

In ,- (1 _ X)(3 - n)/2 I 1 - X • 
( 11) 

We now change back from the variable X to the variable k. 
Using Eq. (8) and (36), we have 

k 2 _a2 

x = = coscp, Oc;;,k < 00 

k 2 + a 2 

(1 _ x 2 ) 112 = 2ka = sincp, 
k 2 + a 2 

giving 

(46) 

(47) 

2q + Ian + 2k 1+2 

""'In (r,x)dx = .il(kr)dk, (4S) 
51, (k 2 + a2)q + I J 

where q_(/ + n)/2. We assume further that n is always cho­
sen so that q is a non-negative integer. Thus we have 

V 1fJ) = C.2Q + Ian + 2 Jt i
'" k 1+ 2· (kr) 

I 0 (k 2 + a2)q + I 

X (1 + cos(J - 22a
2 2) dk. (49) 

k +a 
As shown in Appendix A [Eqs. (A2) to (AlS)], this integral 
may be evaluated in terms of the Bessel function of the third 
kind kl(z). The result is 
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Vdf3) = 2Ca3 (ar)q ~ 1 + cos/3 )kt _ q (ar) 
q! ~ 

- ~kt_ q _ I (ar)\. (50) 
q+l 'J 

The functions kt(z) appearing here may be calculated quite 
easily from the recursion [Eq. (AI4)] in the form 

(2/ + 1) 
kt+ I (z) = kt/z) + k t _ 1 (z) (51) 

z 
and the starting values 

k_l(z) = ko(z) = (1TI2z)e- z
• (52) 

Next we consider the calculation of the inhomogeneous 
term Gj • From Eqs. (44), (47), and (48), we have 

G=-C2q+ 3a"+3 it sinj¢>dk. (53) 1'" kt+3' (kr) 

J 0 (k 2 + a2)q + 2 

Using the raising operator for the functionsjt(kr), we write lI 

(/Ir - JIJr)jt(kr) = kjt+ 1 (kr), (54) 

and then 

GT { Sinkr} (55) k It(kr) = Y Jo(kr) = Y, J:;-' 

where 

Y =(~ _ !...) ( /- 2 _ !...) ... ( -!...) 1>0, (56) 
, r Jr r Jr Jr 

with Yo=1. Next, we use 

ei4> = (k + ia)/(k - ia) (57) 

from Eqs. (46) and (47), and thus substitute, in Eq. (53), 

Si . = ~[( k + ia)j _ ( k + ~a) -j]. (58) 
T1j¢> 2i k - ia k - la 

Finally, we obtain 

(59) 

(60) 

The integrals appearing here may be expressed in terms of 
terminating confluent hypergeometric functions. The deri­
vation is given in Appendix B [Eqs. (BI6) to (B22)]. The re­
sults needed for the integrals above are 

_1_J'" eikr(k + ia)"(k - iat dk = 0 
21Ti - '" 

for m,n = 0,1,2 ... 

_I_J'" eikr (k + ia)" dk 
21Ti _ '" (k _ ia)m+ I 
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(61) 

e - ar(irt -" 
= IFI( - n;m - n + I;2ar) (62) 

(m-n)! 

for O";n..;m, and 

1 J'" ikr dk - e 
21Ti - '" (k + ia)" + I(k - iat + I 

e-
ar

( - Inn + m)! F (. '2a) (63) = I I - m, - n - m, r 
(2iat +" + lm!n! 

for m, n = 0,1,2, ... where 
IFI ( - m; - m;2ar)=~7~ 0 (2arY IJ1. In evaluating the ex­
pressions (60) for J, we must distinguish three regions: 

(l)j;>q + 2 

(2)j = q + 1 

(3)j..;q. 

(1 )j;>q + 2: In this case, the last two integrals in the 
expression (60) for J are zero from Eq. (61). From Eqs. (59), 
(60), and (62) we have 

Gj = - C1Ta" + 3( _ I )q2q + 2 Y t [ ( e ~ ar) 

X { 1 r2
q 

+ I F ( -J. + q + l'2q + 2'2ar) 
(2q + I)! I I " 

+ a
2 

r2
q

+ 3 F(-J·+q+I.2q +4'2ar)}]. 
(2q + 3)! I I " 

(64) 

(2)j = q + I: In this case, we have, from Eqs. (59), (60), 
(62), and (63), 

Gj = - C1Ta" + 3( _ I )q2q + 2 Y, [ ( e ~ ar) 

X{ 1 r2q+1 
(2q + I)! 

+ ~2 3 [1 - IFI( - (2q + 2); - (2q + 2);2ar)]}]. 
(2a) q+ 

(65) 
(3)j..;q (needed only if q > 0): In this case, we have, from 

Eqs. (59), (60), and (63), 

G- Y
t 

__ _ - C1Ta"+3( - IY2Q + 2 
UT [(e- ar) 

J (2afq+ I r 

{ 
(2q)! [ F ( . 2 2 ) 

X ( _ .)I( .)1 I I - q + J; - q; ar 
q J.q+J. 

- IFI( - q - j; - 2q;2ar)] 

I (2q+2)! 
-4 (q_j+ I)!(q+j+ I)! 
X [IFI( - q + i-I; - 2q - 2;2ar) 

- 1Ft! - q - i-I; - 2q - 2;2ar)]}]. (66) 
The equations (64), (65), and (66) express G

j 
in terms of 

terminating confluent hypergeometric functions of the form 
IFI( - j;m;2ar) in whichj;>O and either m > 0 or m..; - j. 
These functions may be computed easily from the recurrence 
relation 12 

(e - a)F(a - l;e;x) + (2a - e + x)F(a;e;x) 

- aF(a + l;e;x) = o. 
Writing 
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Fj ,F,( - };m;x), 

we have 

(m + })Fj + I = (2) + m - x)Fj -}Fj _ I 

and initial values 

Fo= I, 

F, = l-xlm 

(68) 

(69) 

(70) 

for m ¥O and ,FdO;0;2ar) 1. Note, from the asymptotic 
expansion for the confluent hypergeometric function 13 

,F,( - };m;x) with m and x fixed and}---+oo, 

(m - I)'e
ar 

[ 1T] Fj - . cos 2(2ar})'!2 - -(m -!) , 
~ 1T (2ar)lm!2I-11!41 2 

(71) 

that for large), the functions Fj are oscillatory and slowly 
decreasing. Thus computer implementation of this recursion 
for the Fj will encounter no problems due to the buildup of 
round off errors. 

Although we have now presented all of the expressions 
which are essential for the calculation of the weights, we give 
here the expressions for the functions Gj for the cases I = 0, 
1, and 2 explicitly. [For higher I values, one may use the 
general expression for Gj in Eq. (65) after performing the 
indicated differentiations, or one may use a direct recurrence 
relation on the weights for raising the I value. This relation is 
derived in Appendix B.l On taking the derivatives indicated 
in the operator ,'Y" we clearly have several choices for ex­
pressing the derivatives of the confluent hypergeometric 
function in terms of similar functions. Referring to the ex­
pressions (64), (65), and (66) for Gj , we use both '4 

~[xC - 'F(a;e;x)] = (e - I)xC - 2F(a;e - I;x) (72) 
dx 

(provided e¥ 1) and 

d a 
-d F(a;e;x) = -F(a + I;e + I;x) (73) 

x e 
(provided e ¥ - I), depending on which provides a result 
which has a simpler form. We indicate the specific I value as 

a superscript G y I = Gj • Defining the common factor that 
appears throughout by 

. I ._ - C-41Ta 3e - ar(ar)"2q, (74) 

we have for }>q + 2 
( 

Gfl=.I'(-I)q{ 1 F(-}+q+l;2q+2;2ar) 
(2q + 1)1 

+ (arf F( _) + q + 2;2q + 4;2ar)}, (75) 
(2q + 3)! 

Gj'1 = A'( - I)q{ (ar + 1) F( -} + q + I;2q + 2;2ar) 
(2q + I)! 

- _l_F(_]'+q+ l'2q+ 1·2ar) 
(2q)! " 

(arf(ar + 1) 
+ F( -} + q + 2;2q + 4;2ar) 

(2q+ 3)! 

(ar)2 F( _) + q + 2;2q + 3;2ar)}, (76) 
(2q + 2)! 
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GI21 
} 

1/' q{ ((ar)2 + 3ar + 3) 
= .. , (-1) F(-}+q+I'2q+2'2ar) 

(2q + I)! " 
(2q - 3) , 

+ (2q)! F( -] + q + I;2q + 1;2ar) 

( .) 2ar , 
- q +] (2q + 1)1 F( -] + q + 1;2q + 2;2ar) 

2 ((ar)2 + 3ar + 3) 
+ (ar) (2q + 3)1 F( -) + q + 2;2q + 4;2ar) 

2 (2ar + 3) 
- (ar) F( -i' + q + 2·2q + 3'2ar) 

(2q+2)1 " 
(ar)2. } 

+ (2q + 1)1 F( -] + q + 2;2q + 2;2ar) . 

For} = q + 1, we have 

GjOI =,A/( _ I)q{ 1 
(2q + 1)1 

(77) 

+! ( 12 I [I - F( - 2q - 2; - 2q - 2;2ar)]}, 
2ar) q+ 

(78) 

Gill = A/( _ I)q{ (ar - 2q) 
} (2q + 1)1 

(ar+ I) +! 2 [I - F( - 2q - 2; - 2q - 2;2ar)] 
(2ar) q+ I 

+ ! _1_2- F( - 2q - I; - 2q - I;2ar) } , (79) 
(2ar) q 

Gj2i = v,V( _ I)q{ [(ar)2 + (I - 4q)ar + 4q(q - 1)] 
(2q + I)! 

I + ! 2 [ [(ar)2 + 3ar + 3] 
(2ar) q+ I 

X [ 1 - F ( - 2q - 2; - 2q - 2;2ar)] 

+ 2ar(2ar + 3)F( - 2q - 1; - 2q - I;2ar) 

- 4(ar)2F( - 2q; - 2q;2ar)]}, (80) 

For }<q, we have 

GIOI=.V (-IY { (2q)! [F(-q+i- 2q'2ar) 
} (2ar)2q + I (q _ })!(q + i)! " 

- F( - q -}; - 2q;2ar)] 

I (2q + 2)! 
4 (q _ ) + 1 )!(q + ) + I)! 

X [F( - q +} - 1; - 2q - 2;2ar) 

- F( - q -} - I; - 2q - 2;2ar)]}, (81) 

Gil) =. V (- IY { (ar+ 1)(2q)! [F( - +'. - 2 '2ar) 
} (2 )2q + I ( _ ')'( ')' q], q, ar q]. q +]. 

- F( - q -}; - 2q;2ar)] 

(ar + 1)(2q + 2)! 

4(q - } + I )!(q + ) + I)! 

X [F( - q +} - 1; - 2q - 2;2ar) 

_ F( - q -} - 1; - 2q - 2;2ar)] 

2ar(2q - I)! . . 

( 
_ ')'( ')' [(q-])F(-q+]+I;-2q+I;2ar) 

q ].q+]. 

-(q+})F(-q-)+ I;-2q+ I;2ar)] 
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+ 1 (2ar)(2q + 2)! 
4 (q _ j + 1 )!(q + j + I)! 

X [(q - j + I)F( - q + j; - 2q - 1;2ar) 

- (q + j + I)F( - q - j; - 2q - 1;2ar)]), (82) 

G(21 = ~1/( - lY { [(ar)2 + 3ar + 3](2q)! 
J (2ar)2q + I (q _ j)!(q + j)! 

X [F( - q + j; - 2q;2ar) 

- F( - q - j; - 2q;2ar)] 

+ 2ar(2ar + 3 )(2q - 1 )! 

(q - j)!(q + j)! 
X [(q - j)F ( - q + j + 1; - 2q + 1 ;2ar) 

- (q + j)F( - q - j + 1; - 2q + 1;2ar)] 

4(ar)2(2q - 2)! + --'---'--'--"--'-
(q - j)!(q + j)! 

X [(q - j)(q - j - I)F ( - q + j + 2; - 2q + 2;2ar) 

- (q + j)(q + j - I)F( - q - j + 2; - 2q + 2;2ar)] 

[(arf + 3ar + 3] (2q + 2)! 

4(q - j + 1 )!(q + j + I)! 
X [F( - q + j - 1; - 2q - 2;2ar) 

- F( - q - j - 1; - 2q - 2;2ar)] 

+ 2ar(2ar + 3)(2q + I)! [(q _ j + 1) 
4(q - j + 1 )!(q + j + I)! 

XF( - q + j; - 2q - 1;2ar) 

- (q + j + I)F( - q - j; - 2q - 1 ;2ar)] 

(2ar)2(2q)! [(. 1)( .) 
4(q -} + 1)!(q +} + I)! q - } + q - } 

XF( - q +} + 1; - 2q;2ar) 

- (q +) + l)(q + j)F( - q 2-} + 1; - 2q;2ar)]}.(83) 

A. Summary of algorithm 

We now give a brief resume of our algorithm for calcu­
lating the weights. 

(1) The functions Fj, defined in Eq. (68), are calculated 
from the recursion (69) and the initial values (70). For each of 
the four positive values of m: m = 2q + 1; 2q + 2; 2q + 3; 
and 2q + 4, they are calculated for} = 0, 1, ... ,N - q - 2. 
For m = 0, - I, - 2,.··, - 2q - 2, they are calculated for 
} = 0,1,2,.··, 1m I. 

(2) The factorials, m!, are computed by recursion for 
m = 0,1,2, ... ,2q + 3. 

(3) The functions Gj are computed for 1 = 0, I, and 2 
from the functions Fj using Eqs. (75) to (83) for 
} = 1,2, ... ,N - 1. 

(4) The functions kl are computed from the recursion 
relations and starting values given by Eqs. (51) and (52) for 
1= -1,0,1,2, ... ,lq-11 + 1. 

(5) For each value of i, i = 0, 1,2, ... ,N, the starting value 
V1(J3) is computed from the functions k{ using Eq. (50) and 
Vo(J3) = 0, with.B = i1TI N as defined in Eq. (37). 

(6) The functions Jj(J3) are computed for} = O,I, ... ,N 
from the recursion of Eq. (43) and the starting values Vo(f3) 
and VI(J3). 

(7) The weights Wi for each i are equal to VN (f3) (still 
with (3 = i1T IN) . 
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IV. APPLICATIONS 

Now we apply the purposed product-integration meth­
od to some test integrals. Our purpose is to examine the 
method's rate of convergence as N (the number of abscissas) 
increases. Under the conditions mentioned in Secs. I and II, 
we are guaranteed that the method will converge, but the 
rate of convergence to a given accuracy will depend on the 
given value of r and the choices made for the scale-transfor­
mation parameter a along with the asymptotic-behavior in­
dex n. Specific emphasis is given to the role of a and how to 
choose it. In this development, the test integrals used involve 
}I(kr) for 0<;1<;2, but it is clear that this is not a limitation. 
The weights and abscissas needed were generated using the 
algorithm given at the end of Sec. III. Double-precision 
arithmetic (~15 significant figures) was used throughout. A 
sample set of weights and abscissas is given in Table I. 

The sample set of weights in Table I can be used to 
illustrate constraints they must satisfy due to the fact that 
the integration rule is exact for 

(84) 

when a and N are chosen such that a =.B and 
N~p - 1 - (n + 1 )2>0. The exactness ofthe integration rule 
under the previous conditions is equivalent to the fact that 
Eq. (14) is an identity for all x under these conditions and not 
just for the Clenshaw-Curtis abscissas 

N 

ftn(X)= I b ~iTi(X). (14') 
i=O 

In fact, the b ~i can be found analytically 

In _ a /21
+(n+1 1I2(2[p-I-(n+/)/2]) 

b No - 1 ' (2afp P - 1 - (n + )/2 

p>1 + (n + 1)12 (85) 

b ~i _0 P = I + (n + 1 )/2, i> ° 
al22 + (n + 11!2 ,f[p - 1 - (n + 1 )12]) 

b~i= (2a)2P (-I\P_I_ (n;l)_i ' 

P > 1 + (n + I) . ° 
2 ' I> . 

TABLE I. Sample set of abscissas and weights (N = 8, 1= 0, r = 1.0, 

a = 0.5, n = 0). 

(86) 

(87) 

X
rl1 Wi (£,n;Ct.r) k

Ni Wi (£.,n ;a.;r) 

- I . 0000 0000 0.2894 9668 (-2)Q O. 0000 0000 0.14474834 (-2) 

-0.9238 7953 -0.40848926 (-21 0.9945 6184 (-I) -0.21232580 (-2) 

-0.7071 0678 0.15168968 (-I) 0.2071 0678 0.8885 7755 (-2) 

-0.3826 8343 0.1306 0362 (-II 0.3340 8932 0.9445 6633 (-2) 

-0. 0000 0000 0.58873310 (-I) 0.5000 0000 0.5887 3310 (-1) 

0.3826 8343 0.80441714 (-II 0.7483 0288 0.1303 0869 

0.7071 0678 0.2645 0971 1.2071 0678 0.9030 9265 

0.9238 7953 0.1352 4790 2.5136 6975 1. 7767 6126 

1. 0000 0000 -0.8974 3972 (-1) b 

bWhether this weight enters and its contribution depends on the asymptotic 

behavior of $£ -- see Eqs. (27) and (29) and the discussion irrmediately 

fo 11 ow; n9 those equa t ions. 
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TABLE II. Results for I~(rl. 

N = 2 
4 
8 

16 
32 
40 

N = 2 
4 
8 

16 
32 
40 

N = 2 
8 

16 
32 
40 

N = 2 
4 
8 

16 
32 
40 

N = 2 
4 
8 

16 
32 
40 

r = 1.0 Exact = 0.4502 2246 2499 8651 

a = 0.2 n = 0 

0.13 
0.30 
0.433 
0.4523 
0.4502 213 
0.4502 213 

0.=0.5 n=O 

0.30 
0.449 
0.4507 6 
0.4502 218 
0.4502 2246 250 
0.4502 2246 2499 853 

0.=0.5 n=2 

0.52 
0.447 
0.4501 2 
0.4502 2255 
0.4502 2246 2499 68 
0.4502 2246 2499 858 

Exact = 0.9624 1921 31966023 

,=0.5 n=O 

0.41 
0.957 
0.9624 06 
0.9624 1921 300 
0.9624 1921 303 

r = 15.0 Exact = 0.169246935215 6365 (-2) 

a :: 0.5 n:: a 
0.94 (-3) 
0.195 (-2) 
0.1685 (-2) 
0.1692 493 (-2) 
0.1692 4693 5237 (-2) 
0.1692 4693 5215 659 (-2) 

r = 50.0 Exact = 0.1510674454738440 (-6) 

a::O.5 n==O 

0.66 (-10) 
0.15 (-8) 
0.44 (-7) 
0.151031 (-6) 
0.15106748 a (-6) 
0.15106744539 (-6) 

a = 1.0 n = 0 

0.37 
0.57 
0.442 
0.4503 5 
0.4502 2244 0 
0.4502 2246 34 

1 
Io(r) = -4 [ao(O,O;a;r) - al(O,O;a;r)] 

4a 

_l_[~(ar) -~o(ar)] 
2a 
1Te - ar 

4a 

~ i sin2(i1T/2N)wi(0,0;a;r). 
2a ;=0 

(93) 

(94) 

(95) 

(96) 

Obviously, the last two equalities for each case are sum rules 
for the weights and can be generalized [see Appendix B, Eqs. 
(B41)-(B44)). By use of Table I, we find 

l
IN 1Te - ar I 

-2Lw;(0,0;a;r)- -- <3XlO- IO 

2a ;==0 2r 
(97) 

and 

I ~ i sin2( i1T )wi(o,O;a;r) _ 1Te - ar I < 5 X 10-9 , 

2a ;==0 2N 4a 
(98) 

a nice check on the consistency of the weights. At the same 
time, integrands like Eq. (84) can be used as a check in com­
puter codes since they yield results accurate to the precision 
of the computation. To test the rate of convergence of our 
method, we must choose integrands more complicated than 
Eq. (84). 

As our three basic test integrals, we choose 

It (r) - r~ k 2 dk . (kr) 1 (99) o - Jo 10 (k 2 + a2)(k 2 + b 2) , . 

As simple examples, let N = 8, 1= 0, n = 0, a = 0.5 and 
r = 1. Then, for p = 1, we have (100) 

00 8;0 
b,,·=-

nl 2a2 ' 

1 
Io(r) I ~(r) = ~o(O,O;a;r) 

2a 

=a~oo(ar) 

1Te - ar 

2r 
1 N 

-2 L. Wi (O,O;a;r) , 
2a ; == 0 

and for p = 2, 

TABLE III. Results for 1\ (r). 

N = b 
14 
20 
30 
40 

N = 8 
14 
10 
30 
40 

0. = 0.2 

0.20 
0.1629 
0.15980 
0.1601 9 
0.1602 428 

r = 1. 0 

r = 15.0 

" = 0.2 
0.1230 (-1) 
0.1242 41 (-I) 
0.12433 (-1) 
0.1242 79 (-1) 
0.12428329 (-1) 

Exact = 0.1602 4405 8201 8119 

a = 0.4 

0.1606 
0.1601 7 
0.1602431 
0.1602 4406 4 
O. 1602 4405 8207 

Exact = 0.1242 8338 1560 5883 (-1) 

a = 0.4 

0.12430 (-1) 
0.1242 79 ( -1 ) 
0.12428347 (-I) 
0.12428338 liB (-1) 
0.12428338 1560 29 (-1) 
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(88) 

(89) 

(90) 

(91) 

(92) 

0.23 
0.1604 5 

and 

Ii(r)=i~k2dkj2(kr) 2 2~2 2 2' (101) 
o (k + a ) (k + b ) 

all of which can be evaluated in closed form (the superscript t 
represents "test"). Specifically, we chose a = 0.232 and 
b = 1.4. Results for various tests with these integrals are giv­
en in Tables II-IV. 

The first point we note in scanning Tables II-IV for 
fixed a and n is that the rate of convergence to a result accu­
rate to - 10 significant figures is not greatly affected by the 
value of r for a wide range of r. Especially notable are the 

a = 0.6 

0.1602 36 
0.1602 4405 93 
0.1602 4405 8202 7 

" = 0.6 
0.1179 (-I) 
0.12414 (-1) 
0.1242824 (-1) 
U.1242 8338 24 (-I) 
0.124283381560569 (-I) 
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TABLE IV. Results for l~ (r). 

r=1.0 "=-2 Exact = 0.9359 5083 9114 4211 (-1) 

a = 0.2 a = 0.4 a-0.6 

0.11 (0) N = 8 0.20 (0) 
14 0.11 (0) 

0.989 (-1) 
0.9344 (-1) 0.974 (-1 ) 

20 0.950 ( -1) 0.93585 (-1) 0.93586 (-1) 
30 0.9344 (-1) 0.9359 5090 (-1) 

0.9359 5084 0 (-l) 
0.9359 5069 (-1) 
0.935950839178 (-1) 40 0.93581 (-1) 

n = -2 
o 

r = 15.0 tl = 3D 

a = 0.2 

0.36898(-2) 
0.3691 3 (-2) 

Exact = 0.3690 3053 8135 4993 (-2) 

a - 0.6 

0.36903054 7 (-2) 
0.3690 3053 92 (-2) 

I = 0 results when r = 50. Moreover, computations with 
N ~20 yield results accurate to ~ 5 or 6 significant figures 
which is quite adequate for many applications. It should also 
be noted that most ofthese results are for n values outside the 
convergence sufficiency condition of Sloan and Smith as 
mentioned in the Introduction [see Eqs. (32) and (33)]. 

The second aspect to observe is that removing the as­
ymptotic behavior from </J,(k) by an appropriate choice of n 
does improve covergence. In the two examples given, (I = 0, 
n = 2, r = 1) and (/ = 2, n = 0, r = 15.0), this is readily ap­
parent. It occurs because the function fitted with the Cheby­
shev polynomials becomes more slowly varying, if not essen­
tially fiat, and is thus easily represented by fewer 
polynomials. 

Perhaps more outstanding in Tables II-IV with respect 
to convergence is the role played by the scale parameter a. 
The choice of a for N = 40 can mean the difference between 
a result accurate to 5 or 6 significant figures as opposed to 13 
or 14 significant figures. This is because a controls the distri­
bution and range of abscissas. Half of the abscissas (k Ni) lie 
below a and half above. Thus, for the test integrals, it is 
nearly optimal to choose a at the maximum of the function 
k 2</J )(k »0, since then the integrand is sampled equally on 
either side. For example, k 2</J ~ (k ) has its maximum at 
k = 0.57 and a = 0.5 leads to excellent convergence. Also, 
k 2</J ~ (k) has its maximum at k = 0.37, and a = 0.4 or 0.6 
work very well. Since the distribution of abscissas, kNi> is 
proportional to a, the last finite abscissa, k N.N _ I , is 50% 
larger when a = 0.6 than when a = 0.4. Clearly, the scale 
parameter a plays a critical role in the rate of convergence, 
or said dfferently, its choice determines the minimal number 
of terms in the Chebyshev fit that will be necessary to obtain 
a given accuracy in representing the integrand </J,(k). 

Finally, we push the method to demonstrate its limita­
tions. The special test (st) integral chosen is 

st I (''' 2' coskr' 
Io(r,r) = Jo k dkJo(kr) (k 2 + a2)2' (102) 

where a = 0.5. As can be seen in Table V, the method is not 
as powerful when </Jo(k) is highly oscillatory in nature. 
Choosing n = 2 does not help at all; in fact, it makes matters 
worse since as k-oo k 4</Jo(k )-coskr' =f const. In such cir­
cumstances, it should be kept in mind that many identities 
exist between spherical Bessel functions and trigonometric 
functions. In our case, we can use 
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TABLE V. Results for l~t(r,r'). 

r' = 0.1 r = 1.0 Exact = 0.9491 61637440 

a ::: 0.2 n::: 0 0'. ::: 0.5 n = 0 (t=l.O n=O 

tl = 2 
4 
8 

16 
32 
40 

f~ = 2 
4 
8 

16 
32 
40 

N = 2 
4 
o 

16 
32 
64 

128 
256 

0.3 
0.78 
0.9475 
0.9482 
0.9492 4 
0.9496 0 

r' = 1.0 

0.951 
0.9490 
0.9482 
0.9496 
0.9489 1 
0.94902 

a := 0.5 n = 2 

0.952 
0.9489 
0.9471 
0.9507 
0.9475 
0.9463 

r = 1.0 Exact = 0.5778 6367 4895 

Ct ;= 0.5 n=:O 

0.81 
0.62 
0.591 
0.5726 
0.5761 
0.5797 
0.57b5 1 
0.5781 5 

jo(kr)coskr' = (1 + r'/rVo(k [r + r']) 
+ (1 - r'/rVo(k [r - r']) 

0.74 
1.04 
0.9486 
0.94892 
0.9492 1 
0.9491 2 

(103) 

and apply the product-integration method to each term on 
the right-hand side [Note: with a = a, n = 0, and N> 1, the 
integration rule is exact for each term and I~t(r,r') can be 
obtained accurate to the precision of the computation.] 

V. SUMMARY AND CONCLUSION 
A method has been described for numerically evaluat­

ing integrals from 0 to 00 that contain a spherical Bessel 
function,j/(kr), by the method of product-integration. The 
integration is approximated by a summation over terms that 
are products of a weight and the factored integrand v/(kr) 
removed] evaluated at the appropriate abscissas. The 
weights contain the spherical Bessel function implicitly. 
Generation of the weights is achieved by choosing for the 
quadrature-rule abscissas the Clenshaw-Curtis points and 
expanding the integrand in terms of Chebyshev polynomi­
als. The combination of Clenshaw-Curtis abscissas with 
Chebyshev polynomials makes the mathematics elegant and 
permits derivation of an inhomogeneous recurrence relation 
that is easily solved for the weights without roundoff errors. 
Several test integrals are evaluated using the weights gener­
ated by an algorithm based on the recurrence relation given 
in the text. We conclude that the method is extremely power­
ful in evaluating integrals over an infinite range containing a 
spherical Bessel function because the quadrature weights are 
easily calculated and the rate of convergence is rapid (few 
quadrature points are needed) for an accurate result even 
when r is large. 
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APPENDIX A: RECURRENCE SCHEMES FOR 
PRODUCT-INTEGRATION WEIGHTS 

In calculating a set of weights corresponding to the 
Clenshaw-Curtis abscissa points, we have used several alter­
native methods. The most efficient and accurate of these is 
presented in Sec. III. For the benefit of the reader, we present 
in this Appendix an alternative method for generating the 
same weights. The presentation allows us to discuss several 
interesting properties ofthe weights and related functions, as 
well as some sum rules and a "hidden precision" feature of 
the weights. 

As shown in Sec. II, the integral 

(I) 

can be approximated as a finite sum over weighted values of 

tP, 
N 

I, 'Z L Wi(l,n;a;r)tP,(kNi ), (2S) 
i=O 

where 

3( k ~i + a 2 )q + I( a )' 2 N 
Wi(/,n;a;r) = a 1 - -aNi LaN) 

a kNi N )~O 

( 
ijtr) LYfl' X cos Ii o( )q (ar), (AI) 

(24) 

and 

kNi = acot(itrI2N). (26) 

with q = (n + 1)/2 and,u = ar. The factors (k 2 + a 2)q+ I and 

k 'which appear in the weights were chosen to factor out part 
or all of the asymptotic and all of the threshold behavior of 
the integrand function tP,(k), making the resulting function 
smoother near its argument limit points, and thus easier to fit 
with the Chebyshev polynomials. The index q should be tak­
en near ml2 [see Eq. (7)] for this smoothing purpose. Corre­
spondingly, the parameter a is best taken in the region of k 
where tP,(k) begins its asymptotic behavior. 

The functions JY'jq which appear in the expression (AI) 
for the weights can be generated by a simple recurrence 
scheme. Consider the integral 

Yr" = . k l oc k' + 2 dk 
Oq - 0 11 (,u ) (k 2 + I)q+ I 

(A2) 

2q- '-Il oc

• z,+ 2 dz 
=,u 1I(z) ( 2 2)q+ I' 

o Z +,u 
(A3) 

Usingl2 

~ [z' + ), (z)] = z' + ), _ I (z), (A4) 
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the integral reduces to 
2q - ,- I 

,7r~q (,u) = _, ---'-,u ____ _ 
2 q(q - I) ... (q - /) 

l oo cosz dz 
X for q>i>O 

o (Z2 + ,u2)q - , (AS) 

Now 

(A7) 

which is directly related to Bessel functions of the third 
kind l5 

i.e., 

kn (Z)=(!!.-) 112 Kn + 112 (z) = - !!.-i'h \1l(iZ) 
2z 2 

= (- Irzn( z~J\ tr~Z) 
tre - Z n (n + pi! I 

= ~P~o (n -p)!p!2P zP' 

LOO cosz dz I 
---- = --k (z) 
(Z2 + ,u2)n + I n!(2,ur n . 

Note the following properties of the functions k n (z) II: 

k_l(z) = ko(z) = tre -z/2z, 

and 

k_n(z) = k n _ 1 (z), 

2n + I 
kn+ I (z) = k n _ I (z) + --kn (z). 

z 

As for the integral in (A6), we use ll 

},(z) = eiZR,(z) + ( - I)'e - iZR r(z) , 
where 

( - i)' + I, iP(1 + pi! I 
R/(z) = L -

2z P ~ 0 (/ - p)!P!2P zP 

and find, by contour integration 

(A8) 

(A9) 

(AlO) 

(All) 

(AI2) 

(AI3) 

(AI4) 

(AIS) 

(AI6) 

lOOj'(Z)Z'+2dZ tre-I' I (p+I)1 
, = --,u'+ I L . .(A17) 

o (Z2+ 1l2) 21l p~o (P-/)!P!(21lY' 

With the identity Eq. (All), the two cases in (AS) and (A6) 
become 
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for all 1;;.0 and q;;.O. Using the recurrence relations (A 14), the 
expression (AI8) determines ~~q(;.t) with errors no larger 
than approximately 10 - D, where D is the number of digits 
carried in the calculation. 

For higher Chebyshev index i in ~~q (;.t), we can use the 
recurrence relation for the Chebyshev polynomials II 

Ti+ I (z) = 2zTi - Ti _ 1 

and the starting values 

To(z) = 1, 

TI(z)=z, 

giving 

JY'li+ IIQ(;.t) = L"j,(;.tk)[ 2( 1 - k 22+ JTi - Ti _ 1 ] 

k ,+ 2 dk 
X-----

(k 2 + 1)q+ I 

or 

(AI9) 

(A20) 

(A21) 

£'ii+ Ilq(;.t) = 2~~q(;.t) - 4~~IQ+ 11(;.t) - ~li-IIQ(;.t), 
(A22) 

~iq(;.t) = ~~q(;.t) - 2~~1q+ 1I(;.t)· (A23) 

The relations (AI8), (A22), and (A23) form an attractive 
scheme for calculating the ers, and thus the needed weights 
for the expression (AI). As we shall see, however, the proce­
dure is limited by error accumulation having its origin in the 
polynomial expansion of the oscillatory Chebyshev 
functions 

(A24) 

into powers of z = cosO. 
As a check of the numerical calculation of the ers, we 

note the sum rule: 

~ 7t'" I .. ) _ (00. luk) ~ 1 dk 
/~:oc Oqll-" - Jo hll-" q~O (k 2 + l)q (1 + k 2) 

= j,(;.tk)k'dk= -- j,(z)z'dz i
oo 

1 i"" 
o f.1'+1 0 

_1 (""Z21 [( _ ~)jo(Z)] dz 
f.1'+ I Jo zdz 

(2/- I)!! i"'" (z) dz '+ I io f.1 0 

(2/- I)!! _1T 
(A25) 

f.11+12· 

Convergence to this limit is slow, since 

( 
f.1)1 1T1/2 1 

lim,W'~ (;.t)- - e-I-'----. (A26) 
q.oo q 2 4 q3/2 

TABLE VI. Computational errors oLW';q(,u)". 

ii~5.210. 5) 6·9i~5,210.5) 9i~o,oI0.5) 

35 0.1297 6,30 (-4) I 1-9) 0.2760 617 

43 0.1297 6009 5729 7255 1 (-4) 5 (-17) 0.2760 6114 0654 1257 1 

62 0.1297 6009 5729 7255 2 5 (-36) 0.276061140654 1257 2 
266 0450 4940 5302 37 (-4) 058 3812 11 09 3282 73 
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For i#O, we use Eq. (A23) to find 

"" (2/-1)!! 1T 
L~iq(;.t)=2kl- (A27) 

q=O f.1'+1 2 

Similarly, from (A22) 

"" f.1 (2/-1)!! 1T 
L~~q(;.t)= -k/_ I -4k/ + -2' (A28) 

q=O 2 f.11+ I 

etc. 
The errors in the calculated ers using the relations 

(A22) and (A23) are dominated by cancellation due to the 
Chebyshev oscillations. This property is explicit in the Che­
byshev expansion 16 

T(k2-1)_ F(' '.t. 1 ) 
i k 2 + 1 - 2 I /, - /'2' k 2 + 1 

= :t (i)p( - i)p 1 

p=O (l/2)pp! (k 2 +1)P 
i 1 

= " t (A29) 
-p~o p (k 2 + !)p' 

The Chebyshev polynomial itself is bounded by I , 

1 Ti(z) 1 = IcosiO 1<1, 
where z = cosO, while the coefficients tp in the series above 
may individually greatly exceed one. The largest such coeffi­
cient, for fixed, but large i, reaches the approximate value: 

tp Imax:::::( - I)pX0.47X(5.828)i/i'/2 (A30) 

whenp is the integer closest to i/1/2. If the Ti are calculated 
carrying D decimals using a recurrence relation reconstruct­
ing the series in (A29), then cancellation errors will leave an 
error in the result of the order 

8T
i 
:::::(5.8)i X 10 - D (A3I) 

(we neglect the weakly varying part i- I12 , so that (A3I) over­
estimates the error). 

The functions ~~q calculated from (A22) will also have 
the Chebyshev errors incorporated. For f.1 of the order of 
one, these will be 

8~~q :::::(5.8)i X IO- D (A32) 

[with f.1 ~ I or < I, additional errors arise from the higher 
powers of f.1 affecting the maximum term in the polynomial 
series generated by (A22)]. The estimate (A32) has been veri­
fied by double, quadruple, and arbitrary precision computer 
calculation of the ers. Table VI gives a sample calculation 
agreeing with the estimated error ofEq. (A32). 

Clearly, the errors in ~~Q will affect the errors of the 
weights calculated from (A I). If we let 

3 (-5) 

3 1 -13) 

3 1-32) 
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and 

2
q

+
2 

N (ij1T) Wi(/,n;a;r) = a 3 --aNi IaNjcos - ~jq(ar),(22) 
N j~O N 

then these weights will have error estimated by 

2
q
+

2 
_D(E"2-1) t5w = aN· --010 ---

I I N 2 

{ 
(- IV~ - 1 } 

X E"2 _ 2E"COS(i1TIN) + 1 
(A34) 

:::: 6.4 X 2
q 

lOO.765N _ D. (A35) 
N 

Note that the error of every weight is dominated by the error 
of the highest i value of ~:q, namely, i = N. Despite this 
fact, the errors in the evaluation of an integral by (A 1) may be 
many orders of magnitude less than the errors of the weights. 
We should expect this to occur, since rapidly oscillating 
Chebyshev terms are not important in approximating a 
smooth integrand function. 

By extraction of threshold and asymptotic behavior in 
ifJl' the function 

1 (a)l(k2+a
2
)q+1 

!t(k)= 2q+ 1 k a 2 ifJ/(k) (A36) 

is slowly varying for small and large k. In the Chebyshev 
expansion 

(A37) 

where 

(A38) 

we expect that an !t which is smoothly varying over all k will 
be accurately represented by only a few b terms. Now 

N II.' 

II:::: I WiifJ/(k Ni )= Iwi!t(kNi ) 
i=O ;= I 

N I ij1T 
= I aNiwib Njcos-

iJ~O N 
so that the errors in II due to Wi become 

011 ~ ~x 10- D( E"2 - 1) ±aNjb~j 
N 2 j~O 

N [ ( _ 1 )iE"N - 1 ] ij1T 
X I aNi COS-
i~O E"2 - 2E"cos(i1TIN) + 1 N 

N 

~2q + laX 10 - D I aNjb ~jei. 
j~ 0 

(A39) 

(A40) 

The errors in 1511 are not of order ~ as they were for the drs, 
but rather E"m, where m is the highest order Chebyshev term 
contributing to the !t expansion (A38). This remarkable er­
ror cancellation effect gives a hidden precision to the weights 
computed by this method. Table VII shows an example of 
this phenomena. 

Closed form analytic expressions for the drs are useful 
in checking calculations. By using (A2), (AI8), and (A29), w~ 
have 

k (k) (- k) /1q + p 
,)f0~ (,u)=" p p k l - 1 (,u). (A41) 

q L.. (1) '2q+P( + )' q+p p - 0 2 pp. q p. 
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TABLE VII. Error cancellation effect ". 

Sample Weights wi: 9. = 0, r = 1.0, a = 0.5, and N = 40 

20 

40 

wi (0=35) wi (0=62) 

- 0.1759 0430 (-1) - 0.1759 0406 3350 4658 (-1) 

0.9857 6077 (-2) 0.9857 6103 2627 723 (-2) 

0.11062870 (-3) 0.1106 3166 0775 78 ( -3) 

I~(r): [0 = 35] = 0.4502 2246 2499 8697170 

[0 = 61J = 0.4502 2246 2499 8697 173 

[exactJ = 0.4502 2246 2499 ~651 0932 

1[0 = 35J - [0 = 62JI - 1 (-18)! 

aWeights calculated using method of Appendix A. 

With (A8), the following examples are offered: 

JY~ = ~-I1I/1 
2 

<y..?O 1T_11 
dl 01 = -e 

4 

~2 = ~(1 +/1)e- 11 
16 

~3 = ~(3 + 3/1 +/12)e- 11 
96 

~ = ~(15 + 15/1 + 6/12 +/13)e- 11 
768 

error 

- 1 ( -8) 

- 1 (-8) 

- 1 (-8) 

~5 = _1T_( 105 + 105/1 + 45/12 + 10/13 + /1 4 )e- 11 
7680 

~o = ~(1 -/1)e- 11 
2/1 

~1 = ~(I-/1)e-11 
8 

~2= 
1T 

-1-l2e- 11 
48 

~3= - 1;8(1+/1-i/12+~/13)e-11 

~4= 

~O= 

~1= 

1T 
- 128(1+/1+y.t2+~3+tou4)e-11 

1T 
-(1 - 3/1 +/12)e- 11 
2/1 

1T 
- -/1( 1 - YL) e- 11 

2 

cyAJ 1T 1 5 2 3-
dl 30 = -( - /1+4/1 -iLL)e 11 

2/1 -

q;c1 1T_11 
eft 01 = -e 

4 

q;cl 1T ( /1)-
dl 11 =4 1-T e 11. (A42) 

APPENDIX B: CLOSED FORM EXPRESSIONS FOR THE 
WEIGHTS 

In this appendix we present closed form analytic ex­
pressions for the weights and weight sum rules. In the pro-
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cess we will derive several integrals needed in Sec. III for the 
development of a recurrence scheme for generating the 
weights, explain why the forms for the weights following 
from Sec. III do not cause computer error buildup, and give 
a recurrence relation for generating arbitrarily high I-value 
weights. 

Starting with the expression Eq. (22) for the weights, we 
may explicitly sum over thej index using the identity 

N 

I aNkTdx)TklY) 
k~O 

N 

= I a Nk cos k¢ cos k(} 
k~O 

= ~{ sin N¢ cos N(} sin¢ - cos N¢ sin N(} sine }, (Bl) 
cos(} - cos¢ 

where x = coS¢;, Y = cos(}. This relation can be derived by 
expressing the cosine factors as exponentials using the Euler 
relation 

cosk(} = ! (eM! + e ~ jke) (B2) 

and then summing with the identity: 

N I_XN+l IXk= ----
k~O I-x 

(B3) 

Taking ¢ = j1TIN, and z = cottO 12), (Bl) gives 

N jk1T ( _ lY+ 1 z I a Nk cos - cos kO = (1 + zJ) ---:---:-
k ~ 0 N 4i (Z2 - zJ) 

X [ (; ~ :r -(; ~ :r] , (B4) 

where Zj=cotlj1T12N). Note that as O.-I1TIN (I an integer), 
the right hand side is not singular, but 

RHS-Nojl 12a Nj' (BS) 

Now using (A 15), the weights can be expressed as 

2q + 2a3 ( - I Y (1 + zj) 
Wj = N a Nj 4i 

X ej/-LZRl(p,z) Z z 1 z, (B6) i
oo l+3( +')N~q~1 d 

o (ZJ- Z2) (Z_i)N+q+1 

w here we assume N > q to eliminate the z = - i pole. (This is 
easily done, as N can be freely choosen and we expect q to be 
small on physical grounds.) With the relation 

e ~ "Rl(i~) = - ( - i)lkl(p,)l1T (B7) 

which follows from (AS) and (A16), we have the following 
contour integral form for the weights: 

2q + 1 
W = a 3( - 1 Y + qa .--

J NJ 21Ti 

~ kl(p,z)z'+3(z+lt~q~ldz 

X J z ~ I (1 + yJ(Z2 _ 1 ))(z _ I)N + q + 1 ' 
(BS) 

with the contour taken around the integrand pole at Z = 1 
alone, and where 

Yj = sinlj1T12N). (B9) 

The above form, Eq. (BS), gives a differential expression 
for the weights 
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2q + 1 . (1 + Z2) ( d)N + q 
Wj =a3~Nj( -ly+Q IN +~)! dz 

X {Zl+ Ik{(p,z)(1 + zt~q~ 1 2 Z2 2} . (BIO) 
(Zj + Z ) z~ I 

For example, for I = 0, this relation leads to 

w.(00'a'r)=a31T( -IY+le~arN~I( N ) (-I)k(2art 
J " , N 2 k"=O k + 1 k! 

{ 
N~k~I(-N+k+l) j1T 

. 1 + I p 2Pcos -
p~1 (k+l)p 2N 

Xsinp~2 ;~sin[ ( ;~ - ~)(p + l)]} (Bll) 

for 0 <j < N where 

(J- (N ~~ )!k !' 
(a)p = ala + 1) .. ·(a + p - 1), 

and the end point expressions become 

wo(O,O;a;r) = a 3 ~~ar(1 - !!.!....)IFI(1 - N;2;2ar) 
2ar 2N ' 

(BI2) 

WN(O,O;a;r) = a 3 ~(- I)N~ le~arIFI(1 - N;2;2ar). 
4N 

(BI3) 

These forms reveal the general analytic structure of the 
weights, namely, an exponential factor in ar, a polynomial in 
ar, and an oscillatory part in the index i for 1 <J<.N - 1. For 
the purposes of numerical calculation, (B 11) suffers from 
cancellation errors again arising from the Chebyshev oscilla­
tions, as we discussed in Appendix A. (For example, with 16 
digit arithmetric and N = 30 only six significant figures sur­
vive cancellation errors.) For I> 0, we can use the relation 
(A12) and (BS) to derive 

wj(1 + l,q;a;r) = - - - + - wj(/,q;a;r) 1 ( d I) 
a dr r 

(BI4) 

and thus find analytic forms for higher values of I. 
More directly, starting with the contour integral form 

for the weights, we can find an exact expression for w, in 
powers of ~ and sin (i1T12N). Using (BS) and expanding the 
factor [1 + Y7(Z2 - 1) J ~ 1 into powers of Y;, we have 

2q + 1 N + q 

wj(/,q;a;r) = a 3 ~Ni( - l)j+qp~o {( - 1)" 

Xy2PU(N~q+p~ 1)/+ U{N~q+Pll } 
j (N+q~p) {N+q~p~ II ' (BIS) 

where 

Ukl = _1_j Zl+ lk (p,z)(1 +zt dz (BI6) 
m 21TiJz~1 l (z-lt+1 

= _1_(!!...)m[zl+lk/(p,Z)(1 +z)kL~I' (BI7) 
m! dz 

For I = 0, the integral (BI6) is a terminating confluent hy­
pergeometric function. The result below can be found using 
the differential form (B 17) 
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1Te -"(k) = -- 2k
-

m
IF I( - m;k":"" m + 1;2,u) 

2,u m 
(BI9) 

-It ( t- k 

= ~ -,u IF.( - k;m - k + 1;2,u) O<,k<,m. 
2,u (m - k)! 

(B20) 

If k is negative, we have 

1 tC 1Te - ILZ dz 

21Tijz~1 2,u (l+z)n+I(z_1)m+1 

= 1Te-
I
' (-It(n+m)!I F I(_m;_n_m;2ar) 

21T m!n! 
(B21) 

or 

1 tC e -ItZdz 

21Tijz~1 (z+ 1)n+I(z-1)m+1 

=e-11 (_1)m (n+m)! F(-m'-n-m'2ar). 
2m + n + I m!n! I I, , 

(B22) 

These cases are used in Sec. III. In (BI6), we assume k;;,O, 
m;;'O. 

For higher I, we again use (BI4). Taking 

v:°(;.L)=ko(;.L)V:°(;.L) (B23) 

allows one to express derivatives ofV:° in a particularly sim­
ple form 

( - ~ )V:0(;.L) = vt:: -II(;.L), (B24) 

with 

(B25) 

and 

V
k
O I (;.L) = O. (B26) 

Now applying (B14) 

v:;;(;.L) =,u' ( - ,u~,u )'v:°(;.L) (B27) 

we can write 

v~~(;.L) = k,(;.L)V:°(;.L) + st.:~~G) 
X (s - 1 + t)! k,-s(;.L)vt:: -\ +-II(;.L) . (B28) 

2't !(s - 1 - t)! ,uH I 

This result, together with (B 15), constitutes a closed analytic 
form for the weights. For example, for q = 0, 1= 0, 

wi(O,O;a;r) 
2 ( 1Te - ar) 

= a 3 -;:;aNi ( - l)i ---z;;;- {(2N - ar)F( - N + 1;2;2ar) 

+ i ( - 1 Y'sin2P
( ~) 

p~ I 2N 

x(N ;~~ 1)22P
-

I[F( -N +p;2p;2ar) 

+ (N+p) F(-N+P+l;2P;2ar)]}. 
(N-p+ 1) 

(B29) 
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The forms above give the weights as a series of the form 

L Fp (ar) sin 2p J1T , N+q ( • ) 

p~O 2N 

where Fp (ar) is a polynomial in ar times (e - ar / arlo The 
method of Sec. III, in contrast, leads to a series for the 
weights in the form 

N - I (Pi1T) L Gp(ar)sin - , 
p~1 N 

where Gp(ar) is also a polynomial in ar times an exponential 
(e - ar jar). This can be seen as follows. The difference equa­
tion (43), having constant coefficients, allows a homogen­
eous solution in the form 

VJOI(f3) = A cosj/3 + Bsinj/3 (/3 = i1T / N ), (B30) 

where A and B are constant and we have taken i so that 
0< i < N. Thus the solutions are oscillatory functions ofj, 
rather than exponentially increasing and exponentially de­
creasing functions ofj. For i = 0, we have cos/3 = 1 and 

VjOI =A +Bj, (B31) 

while for i = N, cos/3 = - 1 and 

VjOI = (_ lY(A + Bj). (B32) 

Here, although one of the solutions of the homogeneous 
equation increases withj, the increase is only linear. We 
therefore do not expect (and indeed have not found) any 
problems in the computer implementation of the recurrence 
relation for ~. Such problems, which generally appear if the 
desired solution is an exponentially decreasing function, are 
due to the introduction, through roundoff error, of a small 
component of the exponentially increasing solution. 

We next observe that the Wronskian of the difference 
equation for ~ (f3), defined by 

(B33) 

where uj and Vj are linearly independent solutions of the 
homogeneous solution (uj = sinj/3, v; = cosj/3), is a constant 

71" = sin{i + 1 )/3cosj/3 - sinj/3cos{i + 1)/3 = sin/3. (B34) 

We can therefore write VN (f3) quite simply as a sum. For 
i",O,N 

V (f3) - sinN/3 ~ G f3 cosN/3 ~ G . f3 
N - -. - L JCOS] - -.-- L jsm] 

SIn/3 j ~ I SIn/3 j ~ I 

- Vo(f3 )sin(N - 1)/3 /sin/3 - VI(f3 )sinN/3/sin/3, 

(B35) 

which reduces, because of sinN/3 = ° and Vo(f3) = 0, to 

(_l)''''N-1 
Wi = VN (f3) = -. - L Gj sinj/3. (B36) 

SIn/3 j~ I 

For i = 0, the Wronskian is one and 
N N 

VN (f3) = N L Gj - LjGj + V(f3) = [V1(f3) - Vo(f3 )]N 
j~ I j~ I 

N-I 

= L (N - j)Gj + NVI(f3)· (B37) 
j~1 

Finally, for i = N the Wronskian is minus one and 
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N-I 

VN (f3) = (- I)N-1 L (- IY(N - j)Gj + (- It- WV1(f3)· 

j~ I (B3S) 

In spite of the fact that such analytic and closed forms 
can be found for the weights, it is simpler and faster to com­
pute the weights from the recurrence relation than to com­
pute them from the above sums. 

Once the weights I = 0 and I = 1 have been generated, 
weights for higher I values can be generated recursively using 

w;(l + l,q;a;r) = w;(l- l,q - l;a;r) + w;(/- l,q;a;r) 

+«(21 + 1 );ar)w;(l,q;a;r). (B39) 

This can be shown starting with the contour integral form 
(BS) for the general weight and using the recursion relation 
for the k/ functions [Eq. (A14)] in the form 

z/+4k/+ I {J1,z) = !(z+ l)(z-l)+ Ij zl+2k/_ , {J1,z) 

+ 21+l zl +3k/{J1,z). (B40) 
P 

Finally, as a check of a calculation for the weights, sum 
rules can be used (although they are not foolproofl). They 
follow simply by specializing the integrand function h(k). 
For the choices 

h(k) = 1 (B41) 

and 

ft(k) = a 2j(k 2 + a 2
), (B42) 

for example, we find from Eqs. (I), (A36), and (A39) 
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f W; (l,q;a;r) = 2a3 pq kq _ /_ 1 (ar) 
;~o q! 

(B43) 

and 

f W, (/,q;a;r)Sin 2
( ~) = a 3 pq + 1 kq _ / (ar). (B44) 

;~o 2N (q + I)! 
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Equivalent Lagrangians: Multidimensional case a) 
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~e generalize a theorem known for one-dimensional nonsingular equivalent Lagrangians (L and 
L) to the multidimensional case. In particular, we prove that the matrix A, which relates the left­
hand sides of the Euler-Lagrange equations obtained from Land L, is such that the trace of all its 
integer powers are constants of the motion. We construct several multidimensional examples in 
which the elements of A are functions of position, velocity, and time, and prove that in some cases 
equivalence prevails even if detA = O. 

P ACS numbers: 03.20. + i 

I. INTRODUCTION 

The aim of this work is to generalize some results ob­
tained by Currie and Saletan I in the study of one-dimension­
al nonsingular equivalent Lagrangians to the multidimen­
sional case and illustrate them with the explicit construction 
of nontrivial multidimensional examples. 

A Lagrangian L = L (q',i/,t ) is said to be nonsingular 
when 

detW #0, 

We say that two Lagrangians Land E are s-equivalent 
when the sets of all solutions to the differential equations 
obtained from them coincide. Notice that it is not necessary 
for the equations of motion obtained from both Lagrangians 
to be exactly the same, so that situations more interesting 
than E pL - dF(q,t )ldt (P#O) arise. 

We are interested in different Lagrangian descriptions 
ofa system that give rise to the same set of solutions because, 
after all, the trajectories (and not the equations of motion 
themselves) are related to observation and experiment, at 
least within the realm of classical physics2

•
3: 

Let 

L _~ JL _ JL 
, dt Jq' Jq" 

JE - d dL 
Lr=--

dt Jqr 

we will prove that s-equivalence implies 

Lr Ar'(q,q,t )L" 

and that tr(A ( are constants of the motion for any positive 
integer k, generalizing a theorem given in Ref. 1, for one 
dimension. Furthermore, we will show through some exam­
ples that even when detA = 0, s-equivalence prevails; i.e., it 
is possible that L being regular gives rise to an s-equivalent 
Lagrangian E which may be singular. As a matter offact, for 
the two-dimensional examples we obtain s-equivalence even 
when the rank of A is zero. 

We will work out examples where the elements of A are 
functions of position, velocity, and time (not just numbers), 

"'Part of this work was presented by one of the authors (H. H.) as a thesis in 
partial fulfillment of the requirements to obtain a B.Sc. in Physics at Un i­
versidad Nacional Autonoma de Mexico. 

also avoiding the repeated use of the one-dimensional results 
of Ref. 1. These Lagrangians represent the two- and three­
dimensional harmonic oscillators and are of fourth degree 
rather than quadratic. 

We should mention that there is a closely related 
(though more general) problem called "the inverse problem 
of the calculus of variations," which we will not discuss here. 
It consists essentially in trying to find all the Lagrangians 
that upon variation will give rise to a given system of differ­
ential equations. A large amount of very interesting work in 
that direction has been published lately.4-12 

The impact of the equivalent description of classical 
systems at the quantum level is still not completely under­
stood. The study of the problem in gauge as well as field 
theories also remains to be done. 

In Sec. III we prove the theorem of multidimensional s­
equivalence, in particular that tr(A )k are constant for any 
positive integer k. 

In Sec. IV we work out three examples of s-equivalent 
Lagrangians in some detail, and, finally, in Sec. V we discuss 
briefly what has been done and point out some problems 
which remain to be solved. 

II. THE ONE-DIMENSIONAL CASE 

The problem of determining whether a (second-order) 
differential equation can be derived from a variational prin­
ciple (the inverse problem of the calculus of variations) was 
solved by Darboux in 1891 13 (see also Ref. 14). He proved 
that in the case of one second-order differential equation for 
one variable it is always possible to construct infinite La­
grangians that will yield the desired equation upon variation, 
and provided a way to construct them. The two-dimensional 
case was treated by Douglas. IS In the work presented here, 
however, we will not consider the inverse problem but will be 
mostly interested in dealing with the problem of equivalent 
Lagrangians in the case of dynamical systems with n degrees 
of freedom. 

The study of equivalent nonsingular Lagrangians for 
the one-dimensional case in classical mechanics was both 
proposed and solved in Ref. 1. We will briefly review the 
main concepts and results here to facilitate the understand­
ing of the multidimensional case, in which we are mainly 
interested. We will use a slightly different wording and ap-
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proach but both the ideas and results are equivalent to those 
of Ref. 1. 

Two Lagrangians L (q,q,t ) and L(q,q,t ) will be called s­
equivalent iff the two sets of all solutions to the Euler-La­
grange equations obtained from them coincide or, in other 
words, when every solution to the equations of motion corre­
sponding to one of the Lagrangians satisfies the equations of 
motion obtained from the other Lagrangian, and conversely. 
The task of finding the general relationship between s-equiv­
alent (one-dimensional) Lagrangians was undertaken in Ref. 
1, and it was proved that s-equivalence implies that the left­
hand side of the equations of motion are "proportional" to 
each other, the proportionality factor (which must neither 
vanish nor become infinite) being a function of the coordi­
nate q, the velocity q, and time t, then, the condition for 
L (q,q,t) and L(q,q,t) to be s-equivalent can be written as 

d aL aL . [d (aL) aL ] 
dt aq - a;; = /(q,q,t) dt aq - a;; , (1) 

with 

f=Lqq/Lqq, 0=1-/=1-00. (2) 

Currie and Saletan proved that/is a constant of the 
motion, and, given any constant of the motion of the dyna­
mics due to L, they provided a way to construct L explicitly. 

An interesting example of the above mentioned theo­
rem is 

L = 0 2 
- !X2, 

L = !XX2 cost - iX3 sint -iX3 cost, 

!!-. aL _ aL = x + x = 0, 
dt ax ax 

d aL aL ( . . )(.. ) 0 - -. - - = x cost - x smt x + x = ; 
dt ax ax 

therefore, 

/ = x cost - x sint 

and 

(3) 

(4) 

(5) 

(6) 

(7) 

j =0,(8) 

as it can be easily verified. The set of all solutions to the 
equation of motion (6), i.e., 

(x cost - x sint) = 0, (9) 

and/or 

(x +x) = 0, (10) 

can be written as 

x(t ;A,a) = A sin(t + a), (11) 

A,a being constant, which is the general solution to Eq. (6). 
Therefore, it is not necessary to require/ =1-0 to prove the 
equivalence of Land L; i.e., the solutions to the equation of 
motion/(q,q,t) = 0 are particular solutions ofEq. (6) for 
a=O. 

The fact that one still has s-equivalence even when con­
sidering/ = 0 constitutes a slight (but significant, especially 
for quantum purposes) generalization of the cases consid­
ered in the literature. We will elaborate this point further in 
the multidimensional case. 
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III. THE MULTIDIMENSIONAL CASE 

Even though the one-dimensional case is of great inter­
est in itself, it is appealing to consider more realistic cases 
where the number of dimensions could be appropriate to 
describe nature. In particular, when discussing the impact of 
these results in quantum theory, it is relevant to ask whether 
interesting examples exist in higher dimensions. 

We will discuss in this section the generalization of the 
one dimensional problem to n dimensions. 

Consider the Lagrangian L = L (qi,qi,t), i = l, ... ,n, 
such that 

( 12) 

Define 

L =!!-. (aL) _ aL _ W ij' + a
2

L i/ _ aL (13) 
r - dt aqr aqr - rs ail aq' aqr· 

(We drop the explicit time dependence of L, but all the re­
sults which will be obtained hold for an arbitrary explicitly 
time-dependent Lagrangian as well.) 

The LagrangianL = L(qi,qi,t )(withdetW =1-0) is said to 
be subordinate to L iff 

(14) 

We will now prove that if Lis subordinate to L, then Lis 
subordinate to Land that 

L, = A/(q,q,t )L" (15) 

with detA =I- O. Moreover, the trace of all integer powers of A 
are constants of the motion. 

The equations of motion for Land L read 

(16) 

(17) 

Let U and Ube the inverse matrices to Wand W respec­
tively; then from Eq. (17) 

ijs = U'p(;~ - a::~' q'). (18) 

and we have assumed that Eq. (16) implies Eq. (17). There­
fore, the expression (18) can be inserted back in Eq. ( 16), from 
which we get 

W U-sp (a2L a2L .,) _ aL + -----q -­
rs aqP a(jP aq' Jqr 

and Lr can be written as 

(19) 

L = W.Usp W q .. ' +--q'- - = WrsU'PL , (20) ( 
a2L aL) - -

r r, P' aqP Jq' aqP P 

i.e., 

(21) 
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with 

A/_Wps(q,q,t)Usr(q,q,t), (22) 

and detA #0, i.e., 

ULr = Oj~!~ = OJ)~ULr = Ojq!~ = OJ). (23) 

We will now get a differential equation for A that will 
allow us to prove that triA )m is constant for any integer m. 
Equation (19) can be written as 

a2J: q' _ aL =A r( a
2
L q' _ aL). (24) 

aqSaq' aqs sail aq' aq' ' 

when using the definition (22). Differentiating with respect 
to qU, one gets 

alL 

and, using the equation of motion (16), one gets 

a
2
L., aL = _ W '" 

aqraq' q - aqr "q. 

Using the fact that 

A ,sWs, = Wr" 

one can prove that 

aAs' a2L aAs' a2L 

aqu aq' aq' = aq' aq' aqu . 

Furthermore, 

A ' a3L., a3L., 
S q - q 

Jq'artaq' aqUaqSaq, 

_aAs' "~ 
aq' q ail aqu . 

Therefore, Eq. (25) becomes 

a2L a2L dA r _____ _ _____ = _ ___s W 
aqSaqU aqUaqS dt ru 

+Ar(~_~). 
S aq'aqU aqUaq" 

i.e., defining 

a2L a2L 
T =-----=-T 
'U- ailaqu aqUaq' u" 

_ a2L a2L -
T =-- - --=-T 

su - aqSaqU aitaqS us' 

one gets, finally, 

A = - TU+ATU. 

It can be directly proved that 

(tr(A rr =0, 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 

(31a) 

(31b) 

(32) 

(33) 

for any integer m, using the fact that Tand Tare antisymme­
tric, U and Ware symmetric, and A = Wu. Of course, not 
all these constants are functionally independent because, for 
any n X n matrix A, triA )k can be written algebraically in 
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terms oftr(A V, i = 1, ... ,n for k>n + 1. Furthermore, it may 
happen that even the trace of the first n powers of A are not 
functionally independent. This result agrees with the one 
obtained when discussing the one-dimensional easel and can 
be interpreted by saying that all the invariants (or eigenval­
ues) of A are constants of the motion. 

The theorem we have just proved will be helpful in the 
construction of examples in Sec. V. It is worth noting that 
the result is a natural generalization of the analogous theo­
rem discussed in Sec. II. 

We should anticipate that in some of the examples the 
condition detA #0 may be relaxed without losing s­
equivalence. 

We will now define as 1 as the difference between Land 
pL 1p#0): 

1= L(q,q,t) - pL (q,q,t). (34) 

We have that Ir = ~ - pL" but ~ = A/Ls' so that 

Ir = (Ar' - po/)Ls -fl/L" 

where 

fl = A -pI. 

(35) 

(36) 

We have that detA #0, but this fact does not imply 
detfl =10 so that, although {Ls = 0] implies IIr = OJ, 
{Ir = OJ does not imply f Ls = 0] in general; i.e., the equa­
tions of motion of I are valid whenever the ones for L are, but 
not conversely. For instance, if L can be written as 

such that LI and L2 have no variables in common, then 

II =AIL I and 12=A2L 2 , -p#A l i=0i=A2=1-p, 

are two examples of such an I; i.e., 

(37) 

LI =pL +A\L I and L2 =pL +AzL 2 (38) 

are both equivalent to Land 

{Lr = O)===>!lla = 0] but ! lla = O]=:i>{Lr = OJ, 

!Lr=Oj~{l2b=0] but !l2b=Oj=:i>[Lr=Oj. 

One explicit example is 

L = !(x2 + );2) - !(x2 + y2), (39) 

II = 01(X2 
- x 2

), 12 = 02Cl- y2), (40) 

L2=UX2- j)_(X2_ y2)], p= 1,2 AI =0,2 

A2 = 2. (41) 

[The case I = - dF(q,t )ldt is, of course, trivial with Ir = 0 
being identities.] 

It is interesting to note that in some of the examples we 
will consider detA = ° as a possible equation of motion, and 
in spite of this fact we will still obtain s-equivalence; i.e., 
det W may vanish even if det W # 0 and this will not give rise 
to solutions of the equations of motion ~ = 0, not already 
contained in the set of all solutions of L, = 0. A theorem 
discussing in which cases this situation is possible is current­
ly under investigation. 

IV. EXAMPLES 

Using the results obtained in Sec. III, we will now con­
struct three examples of s-equivalent Lagrangians; two for 

S. Hojman and H. Harleson 1416 



                                                                                                                                    

the bidimensional simple harmonic oscillator (BSHO), and 
another one for the same mechanical system, but in three 
dimensions (TSHO). 

Example 1: Consider the usual Lagrangian associated 
with the BSHO: 

L = T - V = ~(q~ + q;) - ~(q~ + q~ ); (42) 

the related equations of motion for L are 

Lj=iji + qi = 0, i = 1,2. (43) 

Then, since Eq. (35) is an identity, linear in the accelerations 
(ij'), it can be separated into two identities: one for the terms 
containing accelerations and another one for the rest of the 
terms; that is, 

(44a) 

al -fl' -= ,q" 
aq' 

(44b) 

where we have used L given in Eq. (42). 
Since the trace of fl and fl 2 must be constant, and since 

fl is symmetric, according to Eq. (44a) we propose fl to have 
the following structure: 

fl= (E C) 
C E' 

(45) 

where E = Mt + q~ + qt + q~) is the mechanical energy of 
the BSHO and the quantity C is a constant of motion whose 
dependence on qi and 1/ is to be determined from Eq. (44). 

With this choice of fl we can rewrite Eq. (44) explicitly; 
thus.! 

a21 
--=E (46a) 
aqlaql - , 

aZI 
--=E (46b) 
aq2aq2 - , 

a21 
--=C, (46c) 
aqlaqz 

(46d) 
a21. a2/. aZI al 

--ql+ --q2+ -- - -=Cql+Eqz·(46e) 
aq2aql aq2aq2 aq2at aq2 

One solution to these equations is 

- ~qiq~ - k(qi + qi)· 

The equations of motion obtained from I are then 

II = E(ijl + ql) + C(ij2 + qz) = 0, 

lz = C(ijl + q.J + E(ij2 + q2) = 0, 

or 

I, = fl/Ls = 0, r,s = 1,2, 

(47) 

(48) 

(49a) 

(49b) 

(50) 

which is the expected result, with fl given in (45) and Ls 
given in (43). 

On calculating the determinant of fl, we obtain 
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deW = (E2 - C Z) = (E - C)(E + C), (51) 

which is always a quantity greater than or equal to zero. In 
order to see this clearly, define the vectors 

ui = (l!y2)('Lqi)' i= 1,2, 

with which we have 

E= ui + uL 
C = 2u l

oU 2, 

so that 

(52) 

(53a) 

(53b) 

deW = (E - C)(E + C) = (u l - U2)2(U I + U2)2;;;.0. (54) 

It is interesting to note that if 

deW = 0, (55) 

the solutions to this Eq. (55) are particular solutions to Eqs. 
(43) since deW = 0 implies U I = Uz and/or U I = - u2• If 
U I = U2, then E = C, the rank of fl is 1 whenever E #0, and 
Eqs. (49) both reduce to 2(qi + qi)(ijl + ql) = 0; that is, we 
have two equations whose solutions are contained in the set 
of solutions to Eqs. (49). If U I = - U2, then E = - C, the 
rank of n is 1 (whenever E # 0), and again we have two equa­
tions whose solutions are contained in the set of solutions to 
Eqs. (49). Finally, iful = U2 and U I = - U2, then 
qi = qi = 0, and we have the oscillator at rest. Thus, we have 
s-equivalence even when we relax the condition deW #0. 

Ifwe now consider relation (34), i.e., 

(56) 

the equations of motion related to rare 

(57) 

where 

A=(E+CP C) 
E+ p' 

(58) 

and we have 

detA = (E 2 - C 2) + 2 pE + p2 > 0, (59) 

so that we have s-equivalence among Land r, because A is 
invertible. The Hamiltonian obtained from the Lagrangian 
(48) is 

h 1['4+'4 4 4] 3(22 '2'2) =gql q2+ql+q2 +4qlq2+qlq2 

+ !(qi + q~)(qi + q~) + qlq2qlq2' 

where 

with 

ql = ~(SI + S2 + TI + T2), 

qz = ~(SI - S2 + TI - T2), 

SI = P(PI + P2) + [(ql + q2(' + 9(pl + P2)ZJl/2) 113, 

S2 = [3(pl - pz) + [(ql - qZ)6 + 9(pl - P2f]1/2) 113, 

TI = [3(pl + P2) - [(ql + q2)6 + 9(pl + P2)2]1/2) 113, 

T2 = P(PI - P2) - [(ql - q2)6 + 9(pl - P2)2j1/2) 1/3, 

al al 
PI = aql' P2 = aq2' 
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Example 2: If we now chose fl to be given by 

(61e) 

(62) 

The equations of motion obtained from this Lagrangian are 
then 

I, = C(ii, + qtl + E(ii2 + q2) = 0, 

12 = E(ii, + qtl + C(ii2 + q2) = 0, 

which is again the expected result for fl given in (60). 

(63a) 

(63b) 

With arguments similar to those stated in Example 1, 
we conclude here that we also haves-equivalence, even when 
we relax the condition deW #0. Also, with relation (34) 
(E = pL + 1, p> 0) we obtain L which is s-equivalent to L. 
The Hamiltonian obtained from the Lagrangian (62) is 

h = !(q,Q2 + q,q2)(4i + 4i + qf + q~), 
where 

with 

q, = ~(S, + S2 + T, + T2 ), 

q2 = ~(S, -S2 + T, - T2), 

S, = l3(p, + P2) + [(q, + q2)6 + 9(p! + h)2]!/2]!/3, 

S2 = [ - 3(p, - P2) + [(q! - q2)6 + 9(p! - P2)2]1/2j1/3, 

T, = P(p, + P2) - [(q, + q2)6 + 9(PI + P2)2]'/2] '/3, 

Tl = [ - 3(p, - Pl) - [(ql - q2)6 + 9(p, - P2f]'/Z] 113, 

al al 
p, = -.' P2 = - .. 

aql aq2 
Example 3: Consider now the usual Lagrangian associ­

ated with the TSHO 

L = !(q7 + q~ + q~) - !(q~ + q~ + q~). (64) 

The related equations of motion fo L are now 

Li==ii, + qi = 0, i = 1,2,3. (65) 

The method we used in the last two examples for con­
structing both s-equivalent Lagrangians for the BSHO case 
is also useful in the three-dimensional case, although the 
calculations become much more tedious. Nevertheless, we 
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can take advantage of the symmetry in the Lagrangian ob­
tained in the first example and given by Eq. (48) from which 
we will construct the three-dimensional s-equivalent La­
grangian by just symmetrizing this expression to include the 
third coordinate (q3)' After adding the necessary terms, we 
obtain 

1= i.Mi + qi + qj) + !(qiq~ + q~q~ + q~q~) 
+ !(qi + q~ + q~)(q~ + q~ + q~) 
+ q,qlq,qZ + q,q3q,Q3 + q2q3q2q3 

- i(qi q~ + q~ q~ + q~ q~ ) 
- A(qi + qi + qj). (66) 

The equations of motion obtained from this Lagrangian are 
then: 

I, = E(ii, + ql) + Cdii2 + q21 + C'3(ii3 + q3) = 0, 

Iz = C2 Ml + qtl + E (ii2 + q2) + C23(ii3 + q3) = 0, 

13 = C3Ml + qtl + Cd42 + q2) +E(43 + q3) = 0, 

which can be written concisely in the form 

{~~)=(~I ~2 
~3 C31 C32 

(67a) 

(67b) 

(67c) 

(67') 

where E = !(cj~ + cj~ + q~ + qi + q~ + q~) is the total ener­
gy of the oscillator and the quantities Cij are all constants 
and are given by 

Cij = qiqj + qiQj' (68) 

In this case we then have 

fl = (~I C~2 ~~:) (69) 

C3 , C32 E 

We can define again the vectors Ui as in the previous two 
examples [cf. Eq. (52)]. If E = 0, then U i = 0, for every i, and 
we have the oscillator at rest. Now, taking E> 0, the deter­
minant of n can be written: 

2u,ou2lE 

deW = E3 2u20u,IE 1 

2u30u,IE 2u3
0u21E 

Using the inequalities 

(u, - u)f + u~;;;.O, 
- (u, + Uj )2 - u~ <0, 

2u,ou3lE 

2u2
0 u31E 

1 

where i#j#k #i;i,j,k = 1,2,3, it is easy to show that 

(70) 

- 1 <2u j ouJE< 1, which means we can define the unitary 
vectors V, such that 

V,'Vi = 1, (71a) 

Vi'V) = 2uiouJE, i,j = 1,2,3. (71b) 

This fact allows us to write the determinant of n as the 
square of a scalar triple product of unitary vectors times E 
cubed, that is, 

(72) 

which is obviously greater than or equal to zero, since E > O. 
With this in mind, and using relation (34) (L = pL + t, 
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p > 0), once again, we have 

(73) 

from which we get 

detA = deW + (3E2 - Ci2 - Ci3 - C~3)P + 3E p2 
+ p3>O, 

becauseE 2>Ct due to the fact that -l,,;CijIE..;l. This 
means the family of Lagrangians Lis s-equivalent to L, be­
cause A is invertible. 

v. CONCLUSIONS AND OUTLOOK 

We have generalized the results of Ref. 1 to the case of 
several dimensions. The theorem which states that the trace 
of all integer powers of A are constants of the motion allows 
one to construct examples in which the elements of A are 
functions of qj> qi' and t (without reiterating the one-dimen­
sional procedure). A particularly interesting result is that it 
is possible to retain s-equivalence even when detA vanishes, 
and this fact is important when the quantum theory is con­
sidered. For the two-dimensional examples we have shown 
that s-equivalence prevails even when the rank of A is zero. 
A general theorem which would allow one to determine in 
which cases this is possible is currently under 
investigation. 16 

Some problems which remain unsolved are: 
(i) the general solution of Eqs. (35) (for I and n ) in any 

number of dimensions; 
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(ii) the consequences in quantum theory of the fact that 
classical realistic systems can be described equally well in 
more than one way be means of s-equivalent Lagrangians2

,3; 

(iii) the study of the problem discussed here within the 
realm of gauge and field theories. 17 
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Some theorems are proved concerning the decomposition of vector fields into gradient and 
Hamiltonian components. A constructive method to carry out one of the decompositions is 
applied to some three- and four- dimensional dynamical models. 

PACS numbers: 03.20. + i 

1. DECOMPOSITION OF VECTOR FIELDS 

A classical dynamical system is defined by the couple 
(M.X ), M being a differentiable manifold and X a C r vector 
field. The study of simple ways to describe general vector 
fields will lead therefore to a parametrization and classifica­
tion of classical dynamical systems. A step in this direction 
was taken by Roels 1 who proved that in a two-dimensional 
symplectic manifold every vector field is locally the sum of a 
Hamiltonian and a gradient field. Our purpose in this paper 
is to obtain similar decompositions for N-dimensional mani­
folds. The proof of the main result uses the following local 
lemma. 

Lemma: Let R N (N even) be endowed with the canoni­
cal scalar product. Then on every compact neighborhood fl 
there are N - 1 nondegenerate 2-forms a, with the proper­
ties: 

(a)da, = 0, 

(b) a, /\ "'/\a, = (N /2)!v (v volume form on R N), 
NI2 

(c) *a, = I a, /\ ... /\a" 
(N /2 - I)! N 12 - 1 

(d) *a, /\a j = 0, i#-j, 

and such that given a Coo 2-form 7], there are N - 1 Coo 
functions a, and a 2-form a satisfying locally: 

(1) 8a = 87], 
N--l 

(2) a = I a,a,. 
i= I 

For the proof one uses an Euclidean coordinate system. 
In these coordinates a constructive recipe for a set of2-forms 
a i IS 

a 1 =dx 1
/\ dx2 +dxi,,/\ dx"·+···+dx'''~ "/\ dx"', 

a2 = dx l 
/\ dx" + dXi, , /\ dx'" + ... + dX'''N "/\ dx" \ 

(1.1) 

where in a p the numbers 1, p + 1, ip3 , ip4 , .. ·,ipN are an even 
permutation of I···N, and no elementary 2-form dx i /\ dx j 

appears more than once in (1.1). For example, for N = 4 and 
6, one has 

a 1 = dx 1 
/\ dx2 + dx 3

/\ dx4
, 

a 2 = dx 1 
/\ dx 3 + dx4

/\ dx 2
, 

a 3 = dx l
/\ dx4 + dx2/\ dx3

, 

a 1 = dx 1
/\ dx2 + dx3

/\ dx4 + dxs /\ dx6
, 

a 2 = dx 1 
/\ dx 3 + dx 2

/\ dx5 + dx4
/\ dx6

, 

a 3 = dx 1
/\ dx4 + dx2

/\ dx6 + dx3
/\ dxs, (1.2) 

a 4 = dx 1 /\ dxs + dx2 
/\ dx4 + dx3 

/\ dx\ 

as = dXl/\ dx6 + dx2
/\ dx3 + dx4

/\ dx5
• 

It is straightforward to check that for general N the forms 
constructed according to ( 1.1 ) are nondegenerate and satisfy 
the conditions (a)-Cd). Clearly for N;::' 6 one does not obtain a 
unique set. 

To prove the lemma, one should now check that given a 
smooth 2-form 7] it is possible to find N - I functions a, such 
that 

N-l 

8 I aiai = 87]. (1.3) 
i= 1 

In Euclidean coordinates the co differential of a 2-form 
/3 reads 8/3 = OJ/3ij dXi. Therefore, from the knowledge ofthe 
a, forms (1.1), one writes (1.3) as a simple first-order partial 
differential system. To avoid the introduction of cumber­
some index notation we will merely illustrate this for N = 4 
andN= 6: 

O2 03 04 

-0, -04 03 

a l 

04 -0, - a2 

a2 = IOj7],j, 

-a3 a2 -a, 
a 3 

a2 a 3 a4 a5 a6 

-a, a5 a6 a4 a3 

a, 

a4 -a 1 as a6 -02 

a2 

= IOj7]ij' 
-a3 a6 -a, - a2 a5 

a] 

a6 -a2 -a3 -a, -a4 

a4 

-a5 -a4 -a2 -a3 -a l 

as 

The general rule for writing the matrix of partial derivatives 
in 

N-l N 

I M(a)ijaj = Iaj 7]ij (i= I···N) ( 1.4) 
j~' j~l 

is that, if the form dx' /\ dxj occurs in a r , then the i, rand}, r 
matrix elements are aj and - a, . 

By a smooth truncation of "i.aj 7]ij outside the neighbor­
hood fl, one replaces the system (1.4) by 
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N-I 
L M(J)ijaj = Ui (i = I .. ·N), (1.5) 

j= 1 

where the U i are C O'(R N) functions that coincide with 'LJj 1]ij 
in fl. The solutions of (1.5) will also coincide with solutions 
of(1.4) in fl. 

The system (1.5) has N - 1 unknowns aj and N equa­
tions. However, not all equations are independent because 
by construction 

N 

LSiM(S)ij = 0 (j= 1···N - 1). 
i= 1 

Eliminating one of the rows in M (J )ij' one is led to a system 
of N - 1 equations with N - 1 unknowns, 

N-I _ 
LM(J)ijaj = Ui (i = 1···N - 1), (1.6) 
j= 1 

whose det M (S ) is not identically zero. 
The existence of a fundamental solution (M (J )E = 81) 

follows from the existence of a fundamental solution for the 
differential operator with constant coefficients det M (J ).2 

From the fundamental solution, by convolution with the CO' 
functions U i , one finally proves the existence of Coo solutions 
aj to (1.4) in fl. 

For N = 4 the lemma is equivalent to the statement that 
there is a self-dual a such that 8a = 81]. In this case one can 
apply the Hodge-de Rham theorem to write 1] = d{3 + 8r, 
and choosing a = d{3 + *d{3, one proves the assertion in a 
coordinate free manner. Unfortunately, we could not find a 
similar proof for higher dimensions. 

On the other hand, the coordinatewise proof of the 
lemma and in particular the system (1.4) provides a construc­
tive method to obtain in practice the decomposition of vector 
fields whose existence is asserted in the following theorem. 

Theorem 1: Given an N-dimensional (N even) C 00_ 

manifold we can find for every xEM a nbd fl of x, a Rieman­
nian metric g, and N - 1 symplectic forms iii on fl such that 
every vector field X defined on the nbd can be decomposed 
into one gradient and N - 1 Hamiltonian fields. 

Let ifJ:fl-+R N be a chart around x such that ¢ (x) = O. 
Defining g as the pullback by ¢ of the Euclidean metric, and 
a i as ¢ *(a i ), we observe that the 2-forms a i have the same 
properties as the forms a i in the lemma. 

Let gb:I.(fl )-+fll(fl ) be the isomorphism from the vec­
tor fields onto the I-forms induced by g, andg# its inverse. 
By the Hodge-de Rham theorem and Poincare's lemma, 

gb(X) = dS + 8r;. 
Hence X = g#(dS) + g#(8ij), and g#(dS) is a gradient vec­
tor field. For 8ij we can write 8ij = 8 ('L~ - IbJii)' where bi 
are C functions defined on fl, simply by carrying ij to R N by 
the chart and applying the lemma. We have then 

_ _ N-I_ _ 
g#(81]) = L g#(8 (biai I)· 

i 

Ir remains to prove that each g#(8 (biai )) is a Hamiltonian 
vector field for the symplectic form ai • This follows from a 
computation that uses the properties of the ai and the equali­
ties i(Z)a = *(*a Agb(Z)), and 

*i(Z)v = - (- I)Ngb(Z), 
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where. and i5 are the Hodge star and the volume form asso­
ciated tog: 

i(g#8(b iiii ))iii = - i(g#*(dbi A *ai))iii 

= - *(*a i A *(dbi A *a i )) 

= - 1 *(a. A ···A a. A i(g# db )a ) 
(N /2 _ I)! I N /2 _ I I I I 

- 1 - -
=--*jI;;#db)(a A ···Aa.) = - *i(g-#db)i5 

(N /2)! 15 I I N 12 I I 

=dbi 

The theorem states that, locally at least, one can erect a 
system of N - 1 symplectic forms that together with the 
metric form a fixed framework enabling us to decompose 
any smooth motion into elementary gradient and Hamilton­
ian components. This is the situation that seems to be the 
most useful for the applications. However, there exists a dif­
ferent decomposition problem when for a given vector field 
one is allowed to choose either a metric or a symplectic form 
adapted to that particular vector field. The following results 
are almost trivial consequences of the "flow box" theorem.3 

Theorem 2: Let X be a vector field on a Riemannian 
manifold Mg. Then for each pEMg there is a neighborhood fl 
of p and a symplectic form OJ x on fl such that X is decom­
posed in, at most, one gradient and one Hamiltonian vector 
field. 

Proof TakepEM. EitherX(p)::;i:OorX(p) = o. If X (P)::;i:0 
by the flow box theorem there is a neiborhood fl and a local 
diffeomorphism ¢: fl-+R N, ¢ (y) = (YI""'YN) such that 
¢. (X) = J / Jy I' Then ¢. (X) is Hamiltonian for the canoni­
cal symplectic form OJ = 'L~!~ dY2i _ 1 A dY2i in R N. Then X 
is Hamiltonian in fl for ¢ *OJ = OJx . 

If X (P) = 0, take Xg any gradient vector field (for the 
metric g) such that Xg(P)::;i:O. Then Y = X + Xg does not 
vanish at p and we can apply the above argument so that Yis 
Hamiltonian, i.e., X = Xg - Y as stated. 

Theorem 2': Let X be a vector field on a symplectic 
manifold MM' Then for each pEM, there is a neighborhood 
and a Riemannian metric gx on fl such that X is decomposed 
in, at most, one gradient and one Hamiltonian vector field. 

Proof TakepEM. EitherX(p)::;i:OorX(p) = O.IfX(p)::;i:O 
by the flow box theorem we can find a nbd of p and a metric 
gx on fl such that X be gradient. If X (P) = 0, we choose a 
Hamiltonian vector field X,,, such that X,,, (P) ::;i: O. Then we 
take Y = X + X M and apply again the same argument. 

Although simpler than those of Theorem 1, these de­
compositions are probably oflittle practical value because to 
find the flow box coordinate system is equivalent to finding 
the orbits. Hence, to write such a decomposition should not 
be much simpler than to find an exact solution of the equa­
tions of motion. 

The results in this paper imply that general classical 
motions are mixed Hamiltonian or mixed Hamiltonian-gra­
dient systems. Besides the obvious parametrization useful­
ness of such decompositions they may also provide new ways 
of studying classical systems, for example by developing a 
perturbative theory of gradient deformations of Hamilton-
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ian systems. Preliminary results in this direction indicate 
that at least it is then simple to establish necessary conditions 
for the existence of constants of motion in dissipative 
systems. 7 

2. EXAMPLES 

The proofs of Theorem 1 and the lemma provide a con­
structive method to obtain the corresponding decomposition 
once a vector field X is given. In Euclidean coordinates the 
function S of the gradient part is obtained as a solution of the 
Poisson equation 

.dS = divX, 
and with the choice of the symplectic forms (1.1) the Hamil­
tonian functions are obtained by solving the differential sys­
tem (104). Using this method on finds: 
= for the van der Pol oscillator, 

as aH 
X=y 

= ax + ay' 

y=a(1-x2iY- x 

X= -y-z 

y=x+L+w 
4 

i= 3 +xz 

LV = - !...- + O.05w 
2 

with 

as aH 
ay 

as aH aH' =-+-+-, 
az ay az 

as aH aH' 
ay ax aw' 
as aH aH' -+- -
az aw ax ' 
as aH aH' ---+-
aw az ay 

S = ix' + O.3w2/2 H = - !(x2 + y2) + !Z2 + 3w, 
H' = - ~X2Z - ¥2 - !w2 - !yw. 

Systems of odd dimensionality N may always be imbed­
ded into a (N + 1 )-dimensional manifold, the same methods 
become applicable and one obtains: 
= for the Lorenz models 

X= -ax+oy 
as aH 
ax + ay , 
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y= -xz+rx-y 

i=xy-bz 

with 

S = !ox2 - ~2 - ~bZ2 + xyz, 

H = ~/(a - z) + x 2(z - !r). 

aH 
ax ' 

= for the Gause-Lotka-Volterra equations (3 species)6 

. as aH aH' 
x=x(l-x-ay-/3z)= - + - + --, 

ax ay az 

. as aH 
y = y( 1 - /3x - y - az) = ay ax ' 

i = z( 1 - ax - /3y _ z) = as 
az 

with 

aH' 
ax ' 

s = !(x2 + y2 + r) - i(2 + a + /3 )(x' + y3 + Z3), 

H = - !(a + /3 ).xy2 + Y(Y3X2 + axz), 

H' = - ~(a + /3 )XZ2 + z(!ax2 + /3xy). 
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It is shown that the relations which link the x and p operators of a time-dependent harmonic 
oscillator to the x and p operators of the corresponding time-independent oscillator can be cast 
into a generalized Bogoliubov transformation on the standard harmonic oscillator boson creation 
and annihilation operators. Once this fact has been recognized, various techniques can be invoked 
to derive in a short way transition amplitudes. 

PACS numbers: 03.6SDb 

I. INTRODUCTION 

Utilizing the exact quantum mechanical Green's func­
tion, Landovitz et al. I were able to obtain a closed expression 
for the transition amplitudes in the case of an arbitrary time­
dependent harmonic oscillator. Their derivation of that ex­
pression is mainly based on mathematical properties of the 
usual harmonic oscillator eigenstates, and hence on those of 
the Hermite polynomials. It appeared to us that the rather 
tedious computations resemble closely similar ones carried 
out by Tanabe, 2 in order to calculate transformation matrix 
elements for the linear boson Bogoliubov transformation, 
well-known in the theoretical developments ofsuperfluidity 
and superconductivity. Since also the transition amplitudes 
of Ref. 1 exhibit striking similarities with Bogoliubov trans­
formation matrix elements, our first concern has been to 
demonstrate that the relationship between the time-depen­
dent and the usual time-independent quantum harmonic os­
cillator can be expressed as a generalized complex Bogoliu­
bov transformation on boson operators. A proof of this 
statement is presented in Sec. II. 

Once this underlying Bogoliubov transformation prop­
erty is recognized, we have at our disposal a variety of very 
powerful techniques which enable one to deduce almost im­
mediately the time-dependent harmonic oscillator transition 
amplitudes. Indeed, as alternatives of the laborious method 
of Tanabe, 2 we mention the recursive method ofRashid3 and 
an operator based technique developed by Witschel4 and by 
Kelemen. 5 The complex Bogoliubov transformation has also 
been studied by Tikochinsky6 and by the present authors,? 
who extended it to the para-Bose situation. In Sec. III of this 
paper we rederive in slightly different form the expression 
for the transition amplitudes by means of results established 
by Tikochinsky." Finally, the extension of the theory envis­
aged by Landovitz et al. I is discussed in the context of Wits­
chel's theoretical work.4 

II. THE BOLOGIUBOV TRANSFORMATION 

It has been shown by Landovitz et al. I that the Hamil­
tonian H, defined as 

(2.1) 

withf(O) = g(O) = 1, accepts solutions for the operators x + (t ) 

a}Qualified researcher N.F.W.O. (Belgium). 

and p + (t ) which can be expressed as 

x+ = a(t)x + b (t )p, 

p + = e(t )x + d (t )p, 

(2.2 

(2.3 

where a(O) = d (0) = 1 and b (0) = e(O) = O. For given func­
tionsf(t) andg(t), the corresponding functionsa(t ), b (t), e(t), 
and d (t ) are the solutions of a set of coupled linear homogen· 
eous differential equations of first order. I Furthermore, the 
condition 

[x+,p+] = [x,p] = ifz 

implies that 

a(t)d(t) - b(t)e(t) = 1, 

(2.4 

(2.5 

a condition which was proved to be satisfied for all times. I 
We now introduce a boson creation operator a+ and, 

boson annihilation operator a in the usual way by setting 

x = (fz/2MlUo)1/ 2(a + a+), (2.6 

p = - i(MlUofz/2)1/2(a - a+), (2.~ 

where 

(2.8 

Equivalently, for the time-dependent problem we define op 
erators band b + by means of the analogs of (2.6) and (2.7). 
i.e., 

x+ = (fz/2MlUo)I/2(b + b +), 

p+ = - i(!MlUofz)I/2(b - b +), 
where also 

[b,b +] = 1. 

(2.9 

(2.IC 

(2.11 

By direct substitution of (2.6), (2.7), (2.9), and (2.10) into (2.2 
and (2.3), it is straightforward to obtain the following rela­
tions expressing band b + in terms of the boson operators a 
and a+: 

(2.12 

(Ar'flrEC ). 

b+=fli-a+Ai-a+. (2.13 

Herein, AT and flT are given by 

AT = !{a(t) + d(t) + (iIMlUO) [e(t ) - M2lU~b (t )]), 
(2.14: 

flT = ~{a(t) - d (t) + (i/MlUo) [e(t) + M2W~b (t)]}. 
(2.15: 
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It has to be noticed that (2.12) and (2.13) are compatible with 
each other. Also, the subscript T has been introduced for 
referring to the notation of Tikochinsky. 6 Furthermore, 
since we learn from (2.14), (2.15), and (2.5) that 

IATI2-I,uTI2=1, (2.16) 

for all times, a property which is in accordance with (2.8) and 
(2.11), Eq. (2.12), or equivalently (2.13), can be viewed as a 
complex linear Bogoliubov transformation. For this type of 
transformation it was shown by the present authors7 that 
(2.12) and (2.13) can be written as 

(2.17) 

(2.18) 

where the operator Sc and the number operator N are given 
by 

Sc = - ~x(a + lei</> - a2e - i</» = - S / , (2.19) 

N = a+a, (2.20) 

and where the parameters x, a, and ifJ have to be chosen such 
that the equalities 

AT = eiCTcoshx, 

,uT = eila + </> Isinhx, 

(2.21) 

(2.22) 

are satisfied. In fact, the operator eS'e - iaN, acting in the 
space of the harmonic oscillator Fock states, plays the same 
role as the classical Green's function derived by Landovitz et 
al. I in the coordinate representation. As a consequence the 
time-dependent harmonic oscillator transition amplitude 
from a state 1m) to a state In), previously denoted by a nm , 

can be calculated as follows: 

(2.23) 

III. TRANSITION AMPLITUDES 

The explicit evaluation of the matrix elements anm , de­
fined by (2.23), has been carried out by Tikochinsky6 and by 
the present authors in the more general para-Bose situation. 7 

However, restricting the latter results to the pure Bose case 
(which corresponds to setting ho = ~ in Ref. 7), there is per­
fect agreement with Tikochinsky's result which reads 

a = (m!n!)I12(,u~ )lm-n
I
/2(A )-lm+nI/2 

nm IAT I 2 T 

( _ l)k (I,uT I )2k 
X ~ k !(n - 2k )!(k + (m - n)/2)! -2-

if 1m -nl = even, (3.1) 

anm = 0 otherwise. 

In fact, this expression can be obtained very easily with 
the help of various powerful techniques. So for instance, Ra­
shid's3 method which is based on a set of recursion relations 
for the coefficients anm leads almost immediately to (3.1), 
and this without the necessity, as it is the case in Landovitz's 
derivation, of knowing explicitly the harmonic oscillator ei­
genstates. In a similar way, the introduction of Hermite 
polynomials can also be avoided completely by using a tech­
nique first outlined by WitscheI,4 and later worked out in 
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more detail by Kelemen.s Again, the result (3.1) follows al­
most immediately. In order to compare the result (3.1) to the 
corresponding one of Landovitz, I let us recall that the fol­
lowing expressions have been introduced there (a subscript L 
is added in order to refer to the Landovitz notation): 

(h = l/Mwob (t), (3.2) 

,uL = 1 +iaL [a(t)-d(t)]-oi[1-a(t)d(t)], (3.3) 

AL = l-iada(t)+d(t)] +oi[1-a(t)d(t)]. (3.4) 

The reader can easily convince himself that on account of the 
relations (2.5), (2.14), and (2.15), the following equalities 
hold: 

,uL/2aL = i,u~, (3.5) 

AL /2aL = - iA~. (3.6) 

As a consequence, the expression (3.1) can be written in the 
alternative form 

anm = (2a/IAL I) I 12(m!n!) Ill/21m + n)/2 ( _ i)· n 

X (,udlm - nl12(AL) 1m + nl12I,uL In 

( _ 1)ln -1)12221 

X I" [1 + ( l)m + /1-----'---'-------2+- - I![(m -l)/2]![(n -l)/2]! 

XC:I}. (3.7) 

(1m - nl = even) 

where we have also replaced the summation index k by 
1= n - 2k. It has to be noticed that the expression (3.7) for 
anm does not agree completely with the result ofLandovitz et 
al. I In fact, the obvious discrepancy is contained in a phase 
factor and is therefore harmless, since only Pnm = la nm 1

2
, 

the transition probability can be attributed a physical 
meaning. 

IV. DISCUSSION 

By the use of the very powerful techniques developed in 
the context of the linear Bogoliubov transformation, we have 
retrieved the results recently obtained for the transition am­
plitudes of time-dependent harmonic oscillators in a less la­
borious way. Moreover, our alternative approach to the 
problem allows the extension of the theory to Hamiltonians 
with terms, linear in the x and p-operators. Indeed, the gen­
eralized Bogoliubov transformation 

b = Aa + ,ua + + 7, 

for real A, ,u, and 7 has already been studied in detail by 
Witschet,4 whereas the extension to complex coefficients is 
straightforward and proceeds in the same way as in Ref. 7. 

'L. F. Landovitz, A. M. Levine, and W. M. Schreiber, J. Math. Phys. 
21,2159 (1980). 

'K. Tanabe, 1. Math. Phys. 14,618 (1973). 
3M. A. Rashid, 1. Math. Phys. 16, 378 (1975). 
4W. Witschel, Z. Phys. B 21, 313 (1975). 
'A. Keleman, Z. Phys. A 274,109 (1975). 

"Y. Tikochinsky, J. Math. Phys. 19, 270 (1978). 
7H. E. DeMeyer and G. Vanden Berghe, J. Phys. A: Math. Gen. 13, 161 
(1980). 
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Symmetries of the SchrOdinger bundle 
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We exhibit in this paper the in variance of the Schrodinger Lagrangian density under the eleven­
parameter group !9 (m)' central extension of the Galilei group [§. As a result, the quantum 
mechanical probability SP d 3X turns out to be the conserved charge associated with the central 
generator of !9 (m)' and the continuity equation is simply the expression of the conservation of the 
corresponding Noether current. 

PACS numbers: 03.65.Fd 

1. INTRODUCTION AND RESULTS 

It is well known that the invariance of the Schrodinger 
equation under Galilean transformations is accomplished by 
making use of the fact that in quantum mechanics a global 
phase is irrelevant in the definition of the wavefunctions and 
that, accordingly, the space of states is I the space of rays. 
Thus, the Schrodinger equation is covariant, i.e., the Schro­
dinger equation in the new Galilean frame of reference 
(r' = &lr + vt + a, t' = t + 7) is obtained by simply adding 
the appropriate primes if the new wavefunction is defined by 

[U(7, a, v, &l)V' ](r', t ') 

(1) 

The projective or ray2 representation of the Galilei group [§ 

given by (1) comes from a representation of !9 (m)' the eleven 
parameter group which is the central extension of [§ by the 
so-called phase group e, [§ = ~",/e. This representation 
is defined by (Ii = 1) 

[U(O, 7, a, v, &l)V' ](r', t ') 

= exp im(~v2t + v·&lx + 0 Im)V'(r, t), (2) 

where OEe; it is simple to check that (2) fulfills the composi­
tion law for ,C9 lml ' which is given by3 

(0 '; 7', a', v', ,:J'?')*(O; 7, a, v,.w) = (0 + 0' + Sm(g', g);g'g) 
(3a) 

g'g = (7', a', v', &l')*(7, a, v, &l) 

= (7' + 7, a' + &l'a + 'TV', v' + &l'v, &l'&l), (3b) 

where (3b) is the Galilei group [§ composition law and 

Sm{g', g) = m(~v'27 + v'·&l'a) (3c) 

is the factor system (local exponent) of the central extension.4 

The fact that this S m cannot be eliminated is due to the spe­
cial structure of the Galilei group; in contrast with the Poin­
care case, for which the projective representations are re­
duced to ordinary ones because the extension is trivial, the 
elements of H 6 ([§, U (1 I)-the second cohomology group­
are parametrized by a real number (the mass m), and the 
projective representations of [§ given by (1) cannot be re­
duced to ordinary ones since Sm .f::.0.5 

Given the relevance of !9 (m) in nonrelativistic dynamics 
it seems only natural to analyze the invariance of the Schro­
dinger Lagrangian to obtain the charges associated with the 

different Noether currents. Following the usual procedure 
(see, e.g., Ref. 6) we take as the Schrodinger bundle the triv­
ial? bundle 1], (E, 1T, M) with coordinate system (t, x; '1', V' *), 
(t, x')EM, and define the Lagrangian!L's on the bundleJ I(E) 
of the I-jets of E, parametrized by (t, Xi, '1', V' *, '1'" V' ~, V'i' 
V' n In this formalism, the ordinary wavefunction is a cross 
section of 1] s' and the Schrodinger Lagrangian on J I (E ) is 
given by 

!L's = - (1!2m)V'~V'i + iV'*V't; (4) 

the application of the ordinary variational principle6 to (4) 
leads to the Schrodinger equation. 

As may be read from (2), we can realize !9 (m) on the 
Schrodinger bundle by the set of vector fields acting on E 
(note the presence of m in Ki ) 

a a J _ kJ a 
Pit) = at' Pu) = - axi ' Ii) - - tij X axk' 

K a. IT_ a . ITF * a 
(11 = - t - - Imxi '1"- + Imxi 'I' --, 

axi aV' aV'* 
(5) 

X 'm a 'IT_* a 
(0) = -1'1'- + 1'1' --, 

aV' aV'* 

which obey the commutation relations of 9 1m)' namely 

[JU),Jlkl ] = tijkJlk ) , 

[J(i) , KIj) ] = tij kKlk ), [Ju)' PIj) ] = tij kPlk I 

[J(i» Pit)] = [K(i» K il1 ] = [Plii' PIJ)] = [Pw Pit)] = 0, 

[KUi' p(t)] = PU) [X(O) , any other] = 0, 

[KUi' PIj)] = m8ijX(1J1 (6) 

(The commutation relations for the Galilei group are the 
same except that [Ki' Pj ] = 0 an~ that there is no X(/})). To 
check the invariance of (4) under [§ 1m) the I-jet prolongation 
of the vector fields on E to J I(E) is required. The result is 
given byH 

P l
l
t ) =P(t), Pili) =PU)' 

J-I J k'TFj a k'TF"j a 
Ii) = (il =tij 'I' aV'k -tij. 'I' aV'"k' 

K)) = KII + (V' - imx V' )~ 
I I I I t aV't 

- im(8ik V' + Xi V'k) a~k 
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+ (IJIr + imx;IJI~)~ 
alJl,! 

+ im(8;k IJI * + Xj IJIt)~, 
alJl: 

X-I X .", a .", a a 
Ie) = Ie) -1'1'-- -1'Y--+ilJl*-­

, alJl, ' alJl, ' alJl ~ 

+ilJl*~ (7) 
, alJl*' , 

where the bar and the superindex 1 indicate I-jet prolonga­
tion. With the help of (7) we may compute the Lie derivative 
Lx' X s of (4) for the different vector fields. It is a straight­
forward task to see that X s is strictly invariant under spa­
tial and temporal translations, rotations, and under the one 
parameter group generated by X lep though semi-invariant 
under the Galilean boosts. 9 Explicitly, one gets 

Lx'Xs=O, (8) 

except for the boosts, for which one obtains 

i i D 
LK,Xs =-(IJI;IJI* + IJIlJIn=--(8klJllJl*) (9) 
'2 2 Dxk ' , 

where the last term of (9) constitutes the definition of a "for­
mal derivative" D I DXk which on cross sections is the total 
derivative with respect to Xk. The right-hand side of (9) does 
not modify the equations of motion as derived from the vari­
ational principle, so that there is in variance under the "Gali­
lean" boosts of g (m)' For instance, for a finite transforma­
tion of parameter V, the usual Lagrangian (for simplicity in 
one dimension) is modified by the addition of the term 

i d 
- -V-(IJI*IJI) 

2 dx ' 
(10) 

and thus the invariance of the Schrodinger equation is guar­
anteed. Note, however, that this is not the case if one consid­
ers the truly Galilean boosts of ~ , which clearly do not have 
components on a lalJl, a lalJl * (i.e., on the fiber part of E). 
Thus, the Schrodinger Lagrangian is not invariant under the 
Galilei group ~ ; this is already illustrated by the fact that (1) 
is not an ordinary representation of ~ (note that ~ is not a 
subgroup of g 1m)) though not always clearly realized. 
_ Once the in variance (or semi-invariance) of X sunder 
~ 1m) has been proved, we may proceed to evaluate the 
Noether current and the associated Noether charges. The 
expression of conserved Noether current associated with the 
general vector field on E 

X X' a X; a a a 
= at + ax; + X'/' alJl + X'/'. alJl*' (11) 

is given by 

l-; = - X XOJ + (X'IJI + XjlJl. - X )ax 
, ) '/' alJl . 

t.' 

+ (IJI*X' + IJI*Xj -X ) ax (12) 
1 J 1/'- t 

alJli., 
when Lx' X s = ° and with the additional term -..::1!.l 
(p. = 0, i) when Lx' X s = (D IDxJL)..::1 JL;6 (12) is understood 
to be restricted to cross sections which are solutions of the 
Euler-Lagrange equations associated with X s, i.e., the 
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Schrodinger wavefunctions. A straightforward application 
of(12) leads to the customary results for the energy, momen­
tum, and rotations which, omitting the expression of the spa­
tial components of the currents for the sake of brevity, take 
the form 

l';o) = - (l/2m)1JI11J1;=IJI*(p2/2m)1JI = jy/, 

l~) = - ilJl*IJI;=IJI*p;lJI= 9;, (B) 

.[) .",* k j", '''* k j ,,, J lu) = -1'1' Eij.X "1'k=='Y Eij.XPk'Y = ;' 

For the boosts we get 

l~) =ilJl*(imx;lJI-tlJl;)=IJI*(tp; -mx;)IJI=K;. (14) 

Note that although the charge density receives no contribu­
tion from (9), that term does contribute to the spatial compo­
nentsjl~) of the current, guaranteeing in this way its 
conservation. 

Finally, we compute the expression of the Noether cur­
rent associated with Xiiii' the central vector field of .0' 1m)' 

One immediately gets from (12) 

l~e) =ilJl*ilJl= -IJI*IJI -p, 

jle) = (i/2m)(IJI*lJI i 
- IJI;·IJI). ( IS) 

Equation (15) shows that the charge density associated with 
the central element of g 1m) is nothing but the non relativistic 
probability density, and the expression of the conservation of 
the corresponding current, 

ap + VJ' = 0 
at ' 

j = -~-[ IJI *(VIJI) - (VIJI *)IJI), (16) 
21m 

is the well-known continuity equation of wave mechanics. 
Thus the total probability appears in Galiean wave mechan­
ics as the conserved quantity associated with one of the gen­
erators ofthe symmetry group of g 1m) • In all, formulas (13)­
(15) provide a realization of the infinitesimal generator of 
~ 1m) on the space of cross sections of1]s, which [adding the 
appropriate fz which we have been taking up to now as the 
unity, but that might have been inserted from the beginning 
in the exponential of (2)] is clearly given by 

H=ifz~, P = -ifz~ 
at' ax;' 

K; = - ifzt~ - mxj , 

ax; 

(17) 

Clearly the finite transformations of the wavefunctions are 
obtained by exponentiating (17), and it is trivial to check that 
the infinitesimal generators of (17) satisfy the commutation 
rules of (6) once a factor ifz is added in all the r.h.s. terms. 

2, CONCLUSION AND COMMENTS 

In the above paragraphs it has been shown how the 
extended Galilei symmetry leads to the quantum mechanical 
probability density whose associated "charge" is the central 
element of the extended Galilei algebra. The fact that a prob­
ability density appears from a phase-gauge transformation is 
only natural; what makes it interesting is that it comes from a 
transformation of g Iml [see (2)], and that this extension of 
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the Galilei group is necessary if the Schrodinger Lagrangian 
is to be invariant under the symmetry transformations of 
nonrelativistic mechanics. Thus, and via the Noether theo­
rem, the probability conservation is a consequence of the 
extended Galilei in variance and Xli is the central generator 
of the Lie algebra of !§ 1m) [see (17)]. It is not surprising that 
the added element of the algebra is a central one: the total 
probability should not be affected by the action of the re­
maining kinematical transformations of !§ 1m) . 

Moreover, the above results are consistent with the usu­
al Galilean invariance of Newtonian classical mechanics. In­
deed, the conserved charge associated with expression (14) 
gives the classical law of motion, in Ehrenfest's sense, of a 
free particle of mass m, and the charge corresponding to the 
central generator (15)-the unity for a normalized wave 
function-is irrelevant in the classical limit. The transition 
from !§ 1m) to f1 is thus accomplished by averaging over den­
sities for the classical approximation, i.e., it may be done by 
going from quantum to classical Galilean mechanics. This, 
by the way, provides a group-theoretical definition of the 
classical limit. Reciprocally, it may be noted that it is not 
possible to define a faithful action of !§ 1m) on the configura­
tion space (t, qi I-which could have led to a !§ Im)-invariant 
classical mechanics-and that it is therefore necessary to 
perform an extension of the configuration space to allow the 
phase part of !§ 1m) to act in a nontrivial way. 10 

To conclude, we might mention that the above situation 
is in sharp contrast with its relativistic counterpart. 11 This 
can be traced to the different cohomological structure of the 
Gali~i and the Poincare groups. As already mentioned, 
H 2(.'J)! 1+ ' U& (1)) is trivial and thus-as has been known since 
the work ofWigner 12 -the phase part cannot be added to the 
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Poincare group in a nontrivial way. One might~ay that, in 
this sense, ?!J 1m) is more a quantum group than 9 1

+ ® U;; (1). 

'The concept of ray was introduced by H. Weyl; see The Theory o/Groups 
and Quantum Mechanics (Dover, New York, 1950), pp. 4, 20, 74, and 180 

(original German edition 1931). 
'V. Bargmann, Ann. Math. 59,1 (1954). 
'1. M. Levy-Leblond in Group theory and its Applications, Vol. II. edited by 
E. M. Loebl (Academic, New York, 1971). This review paper contains a 
fairly complete discussion and list of references on the Galilei groups. 

'See, e.g., A. G. Kurosh, The Theory o/Groups, Vol. II (Chelsea, New 
York, 1955); L. Michel in Group Theoretical Concepts and Methods in 
Elementary Particle Physics (Gordon and Breach, New York, 1964) and 

Refs. 2 and 3. 
'Throughout this paper we omit the consideration of spin, which is natural­
ly incorporated by the Galilei group as has been particularly stressed by 
Levy-Leblond (see, e.g. Ref. 3 and references therein). A nonzero spin may 
be easily incorporated by adding the representative D' (R I;; of the rotation 

R acting on 1/10 la, f3 = 1, ... , 2s + I) in (1) and (2), but this is irrelevant for 

the purposes of this paper. 
"V. Aldaya and 1. A. de Azcarraga, I. Math. Phys. 19, 1869 (1978). 
7 All bundles on JR4 are trivial. 
"These expressions may be obtained using formulas (2.3)-(2.7) of Ref. 6. 
"It is also possible to obtain exact invariance for the boosts by taking as 

Langragian density 

:£s = - 2~ I/I~I/I' + ; (1/1*1/1, - I/I~I/I), 

which in the more familiar formulation in terms of the Schrodinger field 1/1 

corresponds to taking .Y's Hermitian. 
'''The extended Galilei group does, nevertheless, show up in classical me­

chanics, seeJ. M. Levy-Leblond, Commun. Math. Phys. 12,64 (1969); and 
in another context, M. Pauri and G. M. Prosperi. I. Math. Phys. 7, 366 
(1966);9,1146(1968). 

"The fact is, of course, that relativistic probability densities require in gen­
eral a reinterpretation by means of quantum field theory. 

,0E. P. Wigner, Ann. Math. 40,149 (1939). 
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We present a perturbation theory for an arbitrary bound state in the one-space and one-time 
dimension Klein-Gordon equation in the presence of a scalar potential and a vector (fourth 
component only) potential by reducing it to a Ricatti equation with the method of logarithmic 
perturbation expansions. All corrections to the energies and wavefunctions, including corrections 
to the positions of the nodes in excited states, are expressed in quadratures in a hierarchical 
scheme, without the use of either the Green's function or the sum over intermediate states. 

PACS numbers: 03.65.Ge 

I. INTRODUCTION 

Recently, in a series of papers, 1-3 we have presented per­
turbation theories for an arbitrary bound state in static po­
tentials for the Schrodinger equation and the Dirac equa­
tion. In central field problems3 and in problems reducible to 
one dimension in the case of the Schrodinger equation, 1,2 we 
have shown that all corrections to the energies and wave­
functions, including corrections to the positions of the nodes 
in excited states, can be expressed in quadratures in a hierar­
chical scheme, without the use of either the Green's function 
or the sum over intermediate states. This is achieved through 
the reduction of the differential equations involved to a Ri­
catti equation, followed by a perturbation expansion. In the 
case of the Schrodinger equation, 1,4,5 this is equivalent to 
performing a perturbation expansion on the logarithmic de­
rivative of the wavefunction instead of on the wavefunction 
itself. In the case of the Dirac equation,3,6 this is equivalent 
to carrying out a perturbation expansion on the ratio be­
tween the radial parts of the small and large components of 
the Dirac spin or. We emphasize that in the case of excited 
states where the wavefunctions possess nodes, 1.3,4 the zeros 
must be factored out first. We have also shown that the first­
order perturbation iteration method (FOPIM), first intro­
duced by Hirschfelder,7 can be incorporated into this pertur­
bation approach to yield accelerated convergence, if conver­
gence exists. 3,x In nonrelativistic problems that are not 
reducible to one dimension, we show that, for the ground 
state, the method oflogarithmic perturbation leads to a hier­
archy of equations that determines the corrections to the 
energy and wave function for each order. In this hierarchy, 
the equation for the ith-order correction is isomorphic to the 
equation for the first-order correction. Moreover, these 
equations have the same form as Gauss' law in classical elec­
trodynamics.2 As an application, we have shown that this 
method can be used to obtain the corrections to the energy 
and the logarithm of the wavefunction of the ground state of 
a hydrogen atom in a multipole field or a linear combination 
of static multipole fields to any order in perturbation 
theory.'! 

In this paper, we would like to extend similar tech­
niques to the one-space and one-time dimension Klein-Gor­
don equation. We shall assume that it is possible to solve this 
equation with a certain scalar potential and a fourth compo­
nent vector potential. The problem of a charged spinless bo­
son in a central field is reducible to this form. We then con­
sider the change in the energy and in the wavefunction as a 
perturbation is introduced to the fourth component vector 
potential or to the scalar potential. This will be developed in 
Secs. II and III. In Sec IV, we conclude by mentioning some 
possible applications of the presently developed techniques. 

II. PERTURBATION IN THE FOURTH COMPONENT 
VECTOR POTENTIAL 

The single-particle one-space and one-time dimension 
Klein-Gordon equation in the presence of a fourth compo­
nent vector potential Vand a scalar potential S can be writ­
ten as 10, II in natural units fz = c = I: 

[ 
d 2 ] [E - V(xWtP(X) = - -0 + m 2 + 2mS(x) tP(x), 
dx-

(2, I) 

We assume that, for a certain Vo and So, the above eigenvalue 
problem is solvable so that the energy eigenvalue Eo and the 
corresponding wavefunction tPo are known for a particular 
state, We shall consider the correction to the energy and 
wavefunction as a perturbation A VI is introduced to the po­
tential Vo. In the following section, we consider the same 
corrections as a perturbation 1]SI is introduced to the scalar 
potential So. For the sake of brevity, and yet without sacrific­
ing clarity of the essense of our method, we shall limit our 
detailed discussions to the ground state where the wavefunc­
tion does not contain any zero and to the first excited where 
the wavefunction possesses one zero, The generalization to 
an arbitrary excited bound state with a finite number of 
nodes is straightforward, and the mechanism is similar to 
what has been reported previously. I,.' 

In the absence of any degeneracy, the wavefunction tP 
can be taken as real. In order that the charge density be 
normalizable, we require that tP vanishes as x approaches 
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± 00. In the case of the ground state, ¢ does not contain any 
zero, and so its logarithm is regular. In analogy to the nonre­
lativistic Schrodinger equation, we define 

¢(x) = exp[ - G (x)] (2.2a) 

and 

d 
g(x) = -G (x). 

dx 
(2.2b) 

Equation (2.1) is then transformed to the Ricatti form 

(E - V)2 = g' - g2 + m2 + 2mS, (2.3) 

where a prime denotes a derivative with respect to its argu­
ment. The unperturbed Klein-Gordon equation in Ricatti 
form is 

(Eo - Vo)2 = gb - ~ + m2 + 2mSo· (2.4) 

In the presence of a perturbation to the fourth component 
vector potential, .-lVI' Eq. (2.3) becomes 

(E - Vo -.-l VI)2 = g' - g2 + m2 + 2mSo. (2.5) 

We seek a perturbative solution to Eq. (2.5) by expanding the 
eigenvalue E and the logarithmic derivative of the wavefunc­
tion g in power series in .-l: 

(2.6) 

and 

g=go +.-lgl +.-l 2g2 + ... =~.-l igi . (2.7) 

We next define 

Bo===Eo - Vo' 

BI===EI - VI' 

Bi===Ei for all t>2. 

(2.8) 

(2.9) 

(2.10) 

On comparing coefficients of various powers in A, we obtain 

B~ =gb -g~ + m2 + 2mSo, (2.11) 

which is the unperturbed Klein-Gordon equation for the 
ground state in the Ricatti form, and 

2BoBI =g; - 2g~I' (2.12) 
k-I 

2Bcl1k + 2: (BjBk_j +gjgk-j) =g~ - 2g~k (2.13) 
j~ I 

for all k>2. We then observe, similar to the nonrelativistic 
case in the Schrodinger equation, that the square of the un­
perturbed wavefunction serves as an integration factor to 
this hierarchy of equations, 

2Bcl1le-2Go= [gle- 2Go ]', (2.14) 

and for k>2 

[2Bcl1k + :~II(BjBk _j + gjgk _j)]e - 2G
o = [gk e - 2Go 

]'. 

(2.15) 

Equation (2.15) can be brought to a form similar to (2.14) if 
we define an effective k th-order perturbation potential Vk by 

k-I 

BOVk- -! 2: (BjBk _j +gjgk-j)' (2.16) 
j~1 

Equations (2.14) and (2.15) can then be rewritten as 

2(Eo - Vo)(Ek - Vk )e- 2G" = [gk e - 2go]' (2.17) 
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for all k> 1. 
We now readily see that this hierarchy of equations can 

be solved in quadrature. On integrating Eq. (2.17) from - 00 

to + 00, the right-hand side vanishes according to the 
boundary conditions and the integration yields 

(2.18) 

If we normalize the charge of the Klein-Gordon particle to 
unity, then the integral in the denominator of (2.18) is equal 
to m, the mass of the Klein-Gordon particle in equation. In 
this case, the k th-order correction to the energy is given by 

E k = L+ 00"" (Eo - Vo):, ¢2(X) dx. (2.19) 

Having obtained Ek , Eq. (2.17) can now be readily integrated 
to yield a solution for gk: 

gk (x) = e2Go(XI{ 00 2(Eo - Vo)(Ek - Vk)e - 2Go dx. (2.20) 

Since V, is defined by Ej andgj wherej<k - 1, it is apparent 
that the perturbative solution can be obtained in this hierar­
chical scheme. 

It may appear worthwhile to show that E I , as given by 
Eq. (2.19), is the same as that obtained in standard perturba­
tion theory in terms of the two-component wave function 
formalism that leads to the first-order Klein-Gordon equa­
tion. 10,11 As is well known, the two-component isospinor 
wavefunction IJI can be written in terms of the Klein-Gordon 
wavefunction ¢ as 

IJI = (¢) = i...(l + (E - v)/m). 
X 2 1 - (E - V)/m 

(2.21) 

In terms of this isospinor, the Klein-Gordon equation can be 
written in Hamiltonian form 

HIJI = EIJI, (2.22) 

where the operator H is identified as 

( 
- 1 d

2 
) H = (1"3 + i1"2) -- --2 + S + 1"3m + V, 

2m dx 
(2.23) 

1" I, 1"2' 1"3 being the Pauli isospin matrices, and the scalar 
product is defined in general as 

(2.24) 

Thus, the normalization that fixes the charge of the Klein­
Gordon particle to be unity is equivalent to < IJIIIJI) = 1 or 

f! [1 + (E - V)/mF - [1 - (E - V)/m]2]¢2/4 = 1 (2.25) 

or to 

(2.26) 

which is the condition used to replace the denominator of 
Eq. (2.18) by the mass of the Klein-Gordon particle in terms 
of the unperturbed solution. Then, as is well known, the first­
order energy shift is given by 

(2.27) 
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where 1/10 is the isospinor corresponding to the unperturbed 
solution. Here, H, = V, 1, where 1 is the unit matrix. Then 
Eqs. (2.27), (2.24), and (2.21) together will lead to Eq. (2.19) 
for k = 1. 

Once the gk 's are obtained, they can be integrated to 
given the Gk's, the correction to the logarithm of the wave­
function. The integration constants here are additive con­
stants to the logarithm of the wavefunction and are hence 
mUltiplicative constants to the wavefunction that can be 
fixed by normalization of the charge density. 

As discussed in earlier papers,3.8 an alternative ap­

proach to the perturbation is the first-order perturbation it­
eration method (FOPIM). From the knowledge of E, and g" 
we construct the function 

(2.28) 

and 

E!) = Eo + AE,. (2.29) 

We then seek a potential V~ that will satisfy Eq. (2.24) 

(E~ - V~)2_(g~)' - (g~)2 + m 2 + 2mS. (2.30) 

This is an algebraic equation and V 6 can be solved. Howev­
er, because of the quadratic nature, there will be two possible 
solutions for V~. The correct choice is the one that ap­
proaches Va as A approaches zero. Having found this V ~, the 
new unperturbed potential, the perturbation can be chosen 
as 

(2.31) 

It is not hard to show that from Eqs. (2.4), (2.12), (2.28), 
(2.29), and (2.30) that V\ is of order A 2. We thus succeed in 
reducing a problem with a perturbation of order A to the one 
with order A 2. This process can be continued. The next step 
will reduce the perturbation to order A 4. 

We not turn to the excited states. For simplicity, we 
consider the first excited state where the wavefunction con­
tains one node and give the corrections to an arbitrary order. 
For an arbitrary excited bound state where the wavefunction 
contains a finite number of, but more than one, zeros, we give 
the expressions for the first-order corrections. One then can 
use the FOPIM to generate all higher corrections. 

In the case of the first excited state where the wavefunc­
tion has one node we can write 

(2.32) 

where a is the position of the node. The Klein-Gordon equa­
tion is then transformed to the Ricatti form: 

[g2 _ g' + (E - V)2 - m2 - 2mS](x - a) = 2g. (2.33) 

The unperturbed equation is 

[g~ - gb + (Eo - V;))2 - m 2 
- 2mSa](x - ao) = 2go' 

(2.34) 

where Eo is the zeroth-order energy eigenvalue, and the ze­
roth-order eigenfunction is 

(2.35) 

where ao is the nodal position in the absence of any perturba­
tion. In the presence of a perturbation A V,, we seek the solu-
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tion of E and G in power series of A as in Eq. (2.6) and (2.7). In 
addition, the nodal position a is also expanded in powers of 
A: 

(2.36) 

On substituting: Eqs. (2.36) and (2.6)-(2.10) in Eq. (2.33) and 
using (2.34), we obtain, after multiplying throughout by 

(x - ao)e - 2G", 

[a,e- 2G,,], _ [g,(x - aofe - 2G,,], 

+ 2Bc.,B, (x - ao)2e - 2G" = 0, 

and for all i>2) 

ai [e - 2G,,), - [gi(X - acie - 2G,,], 

+ 2Bo(Ei - Vi)(x - ao)2e .. 2G" = 0, 

(2.37) 

(2.38) 

where the effective ith-order perturbation potential is de­
fined by 

2Bo Vi (x - ao) 
i-I 

= I {ai_ k [2g~k -gk + 2BaBk 
k~' 

+ ~t,'(BjBk-j +gjgk- j )] 

- lBkBi-k +gkgi_k](x-aO)}' (2.39) 

and the summation is understood to be zero if the upper limit 
of the punning index is smaller than the lower limit. It is then 
trivial to obtain the corrections to the energy, the nodal posi­
tion, andgby integrating Eqs. (2.36) and (2.37) from - 00 to 
+ 00, ao and x in a hierarchical scheme. 

In the case of an arbitrary excited bound state where the 
wavefunction prossesses N zeros, we write the wavefunction 
as 

(2.40) 

Then the Klein-Gordon equation in Ricatti form becomes 

[g2 _g' + (E - V)2 - m 2 - 2mS lII(x - all) 
I' 

=2gIII(x- al')-I II (x-al,)· (2.41) 
v ILoFt' a,v li#a,v 

Here, we only give the first-order corrections. The higher­
order corrections can be brought to forms analogous to Eqs. 
(2.37) and (2.38) by keeping track of the indices. Alternative­
ly, one can use the first-order perturbation iteration method. 
The first-order corrections are given by the following equa­
tion analogous to (2.36): 

Ia,Ll [ II (x - avO )2e - 2G,,]' - [g,II(x - a,lO )2e 2G,,] , 
11 V#-I1. f.-L 

= - 2(E, - V, )(Eo - V;))II(x - a,lO )2e - za", (2.42) 
I' 

from which the first-order energy correction E, can be ob­
tained by integrating from - 00 to + 00, the first-order 
correction to the JL th node aI" can be obtained by in tegrating 
from - 00 to a 1'0' and then g, can be obtained by integrating 
from - 00 tox after E, and theaI" 'shavebeenobtained, As 
in the case of the ground state, the additive constant to G 
from the integration of g is fixed by normalization of the 
charge density. 
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III. PERTURBATION IN THE SCALAR POTENTIAL 

We now consider the situation where the perturbation 
7]S, is in the scalar potential S. In the case of the ground state 
where the wavefunction does not contain any zero, it can be 
written as in Eqs. (2.2a) and (2.2b), and the unperturbed 
equation is the same as Eq. (2.4). In the presence of the addi­
tional scalar potential 7]S" the Klein-Gordon equation in 
Ricatti form becomes 

(E - Vof = g' - g2 + m 2 + 2mSo + 2m7]S,. (3.1) 

In analogy to Eqs. (2.6) and (2.7), we seek the solution in 
power series in 7]: 

E = Eo + 7]E, + 7]2E2 + .. , = 2.7]'E, (3.2) 

and 

(3.3) 

On comparing coefficients of various powers in 7], we obtain 

(Eo - Vo)2 = gb - g; + m 2 + 2mSo' (3.4) 

which is the unperturbed Eq. (2.4), and 

(3.5) 
;-1 

2E,(Eo - Vo) + L (EjE'_j +gjgj-j) =g; - 2g~, 
j~ , 

(3.6) 

for all i>2, We then readily observe, as in the previous sec­
tion, that the square of the unperturbed wavefunction, 
e - 2G", acts as an integration factor to this hierarchy of 
equation: 

2E,(Eo - V;))e - 2G" = [g ,e - 2G,,], + 2mS,e - 2Go, 

from which we obtain 

on using the normalization condition (2.26), and 

(3.7) 

(3.8) 

g, = e2GJ: oc 2[E,(Eo - Vo) - mS,]e- 2Godx. (3.9) 

The higher-order corrections are given by 

2E, (Eo - Vole - 2Go = [g,e - 2Go], + 2mS,e - 2Go, (3.10) 

where we identify the ith order effective scalar perturbation 
potential S, by 

i-- 1 

2 mS,- - L (EjE'_j + gjg'_j)' (3.11) 
j~1 

In terms of the two-component wavefunction Win Eq. (2.21), 
the first-order correction to the energy is given by Eq. (2.27), 
where HI = (73 + iT2 )SI' which can be easily shown to lead 
to the same result as Eq. (3.8). 

We now turn to the first excited state whose wavefunc­
tion is written as in Eq. (2.32). The Klein-Gordon equation in 
Ricatti form is given by Eq. (2.33). We then expand the ener­
gy E and g in power series in 7J as in Eqs. (3.2) and (3.3). In 
addition, the nodal position a is also expanded in a power 
series of 7] analogous to Eq. (2.36): 

a = ao + 7]a l + ... = 2.7]'a,. (3.12) 

On executing procedures similar to the last section, we ob-
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tain the following for the first-order corrections: 

[a,e- 2Go ]'_ [gl(x-ao)2e -2G,,], 

= -2[E,(Eo - Vo)-mS,](x-ao)2e -2Go, (3.13) 

from which the corrections E ,. a" and g I can be obtained by 
integrating from - 00 to + 00, ao and x. The higher-order 
corrections are given by 

a, [e - 2Go]' - [g,(x - ao)2e - 2Go]' 

= -2[E,(Eo- Vo)-mS,](x-aofe-2Go, (3.14) 

where the effective jth-order scalar perturbation S, is defined 
by 

2mSi (X -ao) 

= '!I {a, _ k [2g~k - g£ + 2(Eo - ValEk 
k~ I 

k - I ] 
+ j~1 (EjEk -j + gjgk -j) 

- [EkE,_ k + gkg,- k ](x - ao)}. (3.15) 

Equation (3.14) can readily be integrated to give the correc­
tions E"a" andg, with the same sets of integration limits. It 
is then obvious that Eqs. (3.13)-(3.15) can be integrated in a 
hierarchical scheme to yield corrections to any order in per­
turbation theory. 

For an arbitrary excited bound state, we only give the 
equation for the first-order corrections: 

La/I' [ II (x - o"Q)2e - 2Go] , - [g,II(x - a/Io)2e - 2Go]' 

p. v¥p. p. 

= -2[E1(Eo - Vo)-mS,]n(x-a/Io)2e -2Go, (3.16) 

which is analogous to Eq. (2.41) and can be solved in quadra­
ture by integration in an analogous manner. 

IV. CONCLUDING REMARKS 

In this paper we have presented a bound state perturba­
tion theory for the one-space and one-time dimension Klein­
Gordon equation in the presence of a scalar potential and a 
fourth component vector potential by reducing it to a Ricatti 
equation with the method oflogarithmic perturbation ex­
pansions. The problem of a charged spinless boson in a cen­
tral field is reducible to this form. Our results are thus appli­
cable to the study of the perturbative corrections to the 
energies and wavefunctions of bound states in pionic atoms 
due to a screened Coulomb potential or due to a finite-sized 
but spherical nucleus. We have shown that it is possible to 
obtain all preturbative corrections in quadrature in a hierar­
chical scheme without the use of either the Green's function 
or the sum over the intermediate states, especially in the 
latter where negative energy states are also involved. The 
computation of the higher energy corrections in closed qua­
dratures can be used to identify sum rules, as reported by us 
previously. 1.2 
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Formulation of variational principles via Lagrange multipliers 
Kalman Kalikstein 
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Recent work on variational principles in mathematical physics enables one to construct, in a novel 
and systematic way, stationary expressions for a wide class offunctionals prE), where E is an 
unknown (vector) function whose defining equation cannot be solved exactly. The method 
involves the use of Lagrange multipliers, which can be a constant IL, a function F(x,y,z), and a 
dyadic operator T, to account for each of the equations (constraints) that define E. As 
illustrations, we consider vector and scalar scattering problems, and eigenvalue problems such as 
the determination of resonant frequencies and propagation constants of waveguides. 

PACS numbers: 03.65.Ge, 03.80. + r, 84.40.Sr, 02.30.Jr 

I. INTRODUCTION 
Variational formulations, such as the Rayleigh-Ritz 

principle, have been employed to determine the discrete ei­
genvalues for bound state problems. Variational principles 
have also been used in waveguide I and quantum-mechanical 
scattering,2-4 acoustical and optical diffraction,5 and neutron 
diffusion problems. 6 Different procedures, such as Rumsey's 
reaction concept,7.K Cairo and Kahan's transpose-operator 
and field technique,9 have been used in a systematic deriva­
tion of variational principles in electromagnetic eigenvalue, 
scattering, diffraction, and radiation problems. In addition, 
Morishita and Kumagai IO have derived by means of Hamil­
ton's principle variational expressions for waveguide eigen­
value problems and the impedance matrix of an n-port wave­
guide junction. 

The extremum values of a functional whose arguments 
are constrained are normally determined through the use of 
Lagrange undertermined multipliers. This suggested to 
Spruch and his co-workers that one can construct variation­
al principles for functionals P (E) II and for the function E 
itselfl2 by incorporating in the variational principle con­
straints on E via Lagrange undetermined multipliers. For 
example, ifE represents a normalized electric field which 
obeys the Maxwell wave equation, then the normalization 
constraint will require a constant multiplier, while the wave 
equation, which is a contraint at each point in space, will 
require an undetermined function. 

The method of constraints is applicable to a very wide 
class of problems and has the advantage of being systematic 
and, in general, straightforward. As illustrations, we will de­
rive here Schwinger's principle for the scattering of electro­
magnetic waves in waveguides, I variational expressions for 
the scattering amplitude of scalar waves due to potentials 
and to perturbations on reflecting surfaces,9.13 and station­
ary expressions for the resonance frequencies of cavities and 
propagation constants of waveguides. 9,14 

II. VARIATIONAL EXPRESSIONS FOR SCATTERING 
PROBLEMS 

A. Schwinger's variational principle for waveguides 

Here we derive Schwinger's variational principle for the 
scattering of an electromagnetic wave by a dielectric obstacle 

in a waveguide. The electric field E satisfies the wave 
equation 

- VX(jt-IVXE) + (w 21c2 + W)E = - 2"E = 0, (1) 

where,u, w, and c are the relative permeability, angular fre­
quency and speed of light respectively. W is defined by 

W = w 2 [€(x,y,z) - l]1c2
, (2) 

where € is the relative permittivity. The quantum-mechani­
cal analog of W is proportional to the potential. Let,u = 1 
and, for simplicity, assume that the obstacle is symmetric 
with respect to a plane perpendicular to the direction of 
propagation z. The problem is then analyzed in terms of even 
and odd standing waves. We will consider only the odd case. 
For H modes in a homogeneous waveguide the odd compo­

nent of E satisfies the condition Eo = Oat z = 0, and has the 
asymptotic form for z - 00 

Eo(x,y,z)-e(x,y)[sinkz - tan1/o coskz], (3) 

where e(x,y) is the form function of the propagating mode 
and e is normalized such that Se·edS = 1, and the surface 
integration dS is over the guide's cross section. k is the prop­
agation constant, and 1/0 is the odd phase shift. Now 

( - V X V X + w2/c2)Go(r,r') = - ,y(olGo 

- 18 (r - r'), (4a) 

where 

,y(OI = Y + W, (4b) 

I is the idemfactor, and Go is the odd dyadic Green's func­
tion given by Schwinger I for TEno modes in rectangular 
guide and by Tai 15 for the general case. The Green's function 
satisfies the conditions 

Go(O,r') = 0, 

and 

Go - - e(x,y)e(x',y') [sinkz< coskz> ]Ik, z- 00. (5) 

Eo can be expressed in the integral equation form 

Eo = esinkz + f Go(r,r')-W(r')Eo(r')dr', 

where dr is an element of volume and the z integration is 
from ° to 00. Asymptotically, from Eqs. (5) and (6), 

(6) 
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Eo - esinkz - (e/ k ) [f esinkz'· W Eodr' ] coskz. (7) 

Therefore, from Eqs. (3) and (7), 

tan1]o = k ~ 'f esinkz· WEodr 

= k ~ If esinkz· yIO)Eodr. (8) 

By the way, I 

tan1]o = - i(Z" - Zd, (9) 

where ZII and ZI2 are elements of the impedance network of 
the obstacle. 

The problem has one constraint, Eq. (1), and the vari­
ational principle for tan1]o can be written down routinely'6 

(k tan1]O)VAR = fesinkz.Y(O)Eotdr - f Ft·YEotdr, 

(10) 

where 

EO! = Eo + 0 Eo and Ft = F + 0 F 

are the trial electric field and trial Lagrange multiplier func­
tion. Eot (x,y,O) = ° and asymptotically it has the same form 
as Eo in Eq. (3) except 1]0 is replaced by 1]Ot. F is determined 
by the requirement that the first-order variation of Eq. (10) 
be zero. One obtains 

f esinkz.Y(O)oEadr - SF·Y 0 Eodr = 0. (11) 

Eo can be written 
oc 

Eo = I en (x,y)hn(z), at z- 00 Eo = e(x,y)hdz), 
n=-l 

where e=e l and en for n =/-1 are the form factors of the prop­
agating and evanescent modes, respectively. Assume that F 
is of the form 

F = ! el/(x,y)!,,(z), at infinity F = e(x,y)/,(z). 
" -1 

Integrating Eq. (11) by parts, it follows, since the modes are 
orthogonal, that 

- f<YF.o Eodr - [(Sinkz!!...oh I - 'LIn !!...ohn) 
dz dz 

- (oh, -smkz - 'Loh n -In) = 0. d , d ]00 
dz dz 0 

(12) 

Now oh n = Oat z = ° since Eot satisfies the same boundary 
conditions as Eo, and therefore the term in the square brack­
et will vanish at the lower limit if In = Oat z = 0. Asymptoti­
cally, only the oh I term survives and is proportional to coskz, 
ord (oh,)/dz to sinkz, therefore the term in the square brack­
et will vanish at the upper limit (z = 00) if (sinkz - Id is as­
ymptotically of the form coskz. It follows from Eq. (12) and 
the above boundary conditions that 

(13) 

The expression in Eq. (10), with Ft replaced by EO!, is the 
analog of Kohn's variational principle in quantum 
mechanics. :! 

1434 J. Math, Phys" Vol. 22, No.7, July 1981 

We will now deduce Schwinger'S variational principle 
from Kohn's variational principle. Using Eqs. (4b) and (6), 
and Ft = EoI' the term SFt .YEot dr in Eq. (10) is equal to 

f[EOt'(.Y'IO) - W)(esinkz + f Go·WEot dr')Jdr 

- f Eot . Wesinkz dr + f EDt' WEot dr 

(14) 

The relationships 

,ylO)esinkz = ° and ylO)Go = 10 (r - r') 

were used in the derivation. Therefore, Eq. (10) reduces to 
Schwinger'S variational expression for tan1]o 

(ktan1]O)VAR = - f Eot·WEat dr 

+ f[ Eot wJ Go' WEat dr' Jdr 

+ 2 f Eot . Wesinkz dr. ( 15) 

Kohn's and Schwinger'S variational principles produce 
identical results for identical trial functions. Omitting the 
subscripts t and V AR, transfering the last term in Eq. (15) to 
the left side, and dividing the resulting equation by 
[SEo' We sinkz dr]" we are led to Schwinger's stationary ex­
pression for cot1]o (p. 51 of Ref. 1), in which normalization 
does not enter, 

cot1]o 

k k (ZII-Z!:!) 

SWE~dr - fSW(r)Eo(r)·Go(r,r')-W(r')E(r') dr'dr 

[Sesinkz· WEo dr]:! 
( 16) 

B. Scattering amplitude 
We can now derive Schwinger's variational principle 

for the scattering amplitude by mere inspection. Consider 
the scattering of scalar waves (sound, quantum mechanical) 
by a potential. The wave equation has the form 

[\72 + k 2 - U (r)]¢(r) = 0, (17) 

where U is proportional to the potential. Asymptotically 

¢(r)-exp(iki.r) + (l/r)e ikr 1(8,cp), r- 00, (18) 

where 1(8,cp) is the scattering amplitude and ki is ofmagni­
tude k and points in the direction of the incident wave. The 
solution of Eq. (17) can be expressed in the integral equation 
form 

¢(r) = exp(iki·r) + f ¢(r')G(r,r')U(r')dr', 

where the Green's function G satisfies the equation 

(\72 + k 2)G = o(r - r'), 

and is given by 

1 eik I' -- ,'I 
G= -

41T Ir - r'l 
For large r, 
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k Ir - r'l-kr - ks·r', (22) 

where ks is of magnitude k and points in the direction of the 
scattered wave. Thus, 

f(e,¢» = - (41T)- JexP( - iks .r')U(r')tf(r') dr'. (23) 

~ 

Comparing Eqs. (6) and (8) with (19) and (23), respectively, 
we notice that tf corresponds to Eo,exp( - iki ·r) to esinkz, U 
to W, and 41T Ito - k tan1]Q. Therefore from Eq. (16), the 
variational expression for I can be written 

- ftft(r)U (r)tf(r) dr + fftft(r)U (r)G (r,r')U (r')tf(r') drdr' 

Nt(r)U(r)exp(iki·r) drfexp( - iks .r')U(r')t,b(r') dr' 
(24) 

The dagger denotes the adjoint (complex conjugate trans­
pose), and tft is the adjoint solution of the wave equation. It is 
given by 

t,bt(r) = exp( - iks·r) + J G(r,r')U(r')tft(r') dr', (25) 

and corresponds to a plane wave incident along the - ks 
direction, In subsection A, there was no need for an adjoint 
function since Eo was real. In a similar fashion one can derive 
the stationary expression for the transmission amplitude in 
one dimensional scattering. 13 

C. Scattering at a surface 
Here we consider the scattering of a scalar plane wave 

by a reflecting surface. The wave equation satisfies the 
Helmholtz equation 

(V2 + k 2)t,b(r) = 0, (26) 

and the boundary conditions are either of the Dirichlet type 

tf = 0 on the surface S (27) 

or the Neumann type 

at,b = 0 on the surface S, 
an 

(28) 

where the derivative is outwardly directed and normal to the 
surface. For the Dirichlet case we have 

tf(r) = exp(iki·r) - f~G(r,r') ~,tf(r')dS" (29) 

where the integration is over the closed surface Sand Gis 
given, as before, by 

1 eik1r-r'1 
G= - - (30) 

41T Ir - r'j 
From Eqs. (18), (29), and (30) it follows that the scattering 
amplitude is defined by 

I(e,¢» = _l_JexP( - iks·r')~tf(r')dS'. (31) 
41T an 

The variational expression for f(B,if! ) has the form 

(41T f)vAR = 1exp( - iks .r') ~t,bt (r') dS J an' 

+ J F;(r')(V'2 + k 2)tf, (T') dr', (32) 

where tft and F; are the trial function and trial Lagrange 
multiplier. The requirement that the first order variation of 
fbe zero gives 

~exp( - iks·r') ~(8tf)dS' 
an' 
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r 
+ J Ft(V'2 + k 2) 8tfdr' = O. 

Integrating by parts, one obtains 

Jexp( - iks.r') ~(8tf)dS' + f8t,b(V'2 + k 2)Ftdr' 
J an' 

(33) 

+" (Ft~tf-8t,b~Ft)dS'=0. (34) 
Js+s" an an 

The integration in the last term ofEq. (34) is over the closed 
reflecting surface S and a closed surface So at infinity. It 
follows that 

(V2 + k2)Ft = 0 

and 

(35) 

if tft satisfies the same boundary conditions as tf on the sur­
face S. Replacing Fi by - tfi and substituting the integral 
equation(29) for t,b, in Eq. (32), one obtains 

(41T l)vAR = 21 exp( - iks·r') ~t,bt (r')dS' J an' 

- 11 ~#(r)G(r,r'l ~tfl (r')dSdS', JJ an an' 
(36) 

where t,bt is the adjoint solution of the Helmholtz equation. 
In the derivation we took account of 
(V2 + k 2)exp( - iks·r) = 0 and (V2 + k 2)G = 8(r - T'). The 
above variational expression for I can be made homogen­
eous in tf. As in Eq. (15), this is accomplished by introducing 
a multiplying factor and demanding that the expression be 
stationary with respect to that factor. Namely, by dividing 
the second term on the right-hand side ofEq. (36) by the first 
term times its adjoint, 

iexp( - iks·r' ~tf(r') dS' J an' 

xf[ :n tft(rl}exP(iki.r) dS, (37) 

we obtain Schwinger's normalized stationary expression for 
f 5 ,9,13 

1 

41Tf 

~ ~(a/anW(r)G (r,r')(a/an')tf(r') dSdS' 

a 
~exp( - iks·r') -tf(r') dS'~ Ua/an)tft(r)]exp(iki·r) dS 

an' 
(38) 
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Using the same approach, one can derive the scattering am­
plitude for the Neumann case. The extension to the scatter­
ing of electromagnetic waves, which are vectorial in charac­
ter, by conducting surfaces (Chap. 7 of Ref. 9) is 
straightforward. 

III. VARIATIONAL EXPRESSIONS FOR 
ELECTROMAGNETIC EIGENVALUE PROBLEMS 

The prescription presented in Secs. I and II will be used 
to derive Berk's 14.9 stationary expressions for the resonance 
frequencies and propagation constants in waveguides in 
terms of the electric field E. The field satisfies the equation 

- VX(,u-IVXE) + €"(w/c)2E = [- dY'o + €"(w/c)2]E 

=0, 

where 

,Wo = VX/-l-IVX . 

E is normalized such that 

(39) 

(40) 

where p is a weight factor. The variational principle for an 
arbitrary, vector or scalar Hermitian operator A can now be 
expressed in the form 

(f Et·A E dr )VAR 

= f E;.A E, dr + At [f E;.pE, dr - 1] 
+ f F;.[Ho - €"(w/cf]E, dr 

+ fF,.[PVo-€"w2/c2)E,rdr, (41) 

where E, ,F, , and A, are the trial electric field, constraint 
function, and constraint multiplier, respectively. The pre­
ceding variational principle for the normalized (bound state 
function) is more complicated than the one, Eq. (10), for the 
scattering wavefunction. The reason is that the normaliza­
tion condition (40) contains Et, and, therefore, the last term 
in the right-hand side ofEq. (41) must be included to account 
for the wave equation obeyed by Et. A and F are determined 
by the requirement that 15SEt.A Edr vanishes to first-order 
in 8 E. Neglecting second-order terms, it follows that 

P1"'o - €"(w/c)2]F + A E + ApE = 0, (42) 

if the condition 

[P7'o - €"w 2/c2) 15E]t.F = 15Et. [£'0 - €"W 2/c2]F (43) 

is satisfied, i.e., if /-l and the €" are Hermitian tensors. Multi­
plying Eq. (42) with Et, and, integrating, one obtains 

A = - f Et·A Edr. (44) 

Thus, Eq. (42) becomes 

PVo - €"(w/c)2]F = pE f Et·A E dr - A E. (45) 

Equation (41) in conjunction with A, and F" trial estimates 
of A and F which satisfy Eqs. (44) and (45), respectively, de-

1436 J. Math. Phys .. Vol. 22. No.7. July 1981 

fine the variational principle. If E, has the same normaliza­
tion as E, the term involving A, disappears. This variational 
principle for an arbitrary Hermitian operator I 6 was original­
ly derived (by another procedure) by Schwartz l7 and 
Delves. IX 

In general, F differs from E but if 

A E = apE, (46) 

where a is an eigenvalue and E an eigenfunction of A, then 
Eq. (45) becomes 

(Y/"o - €"W 2/c2)F = 0, and F = E. (47) 

The variational principle reduces then to 

(f Et·A E dr )VAR = f E;.A E, dr 

+ 2 J E;.pV"o - €"W2/c2 )E, dr. (48) 

It is assumed that w is known experimentally essentially ex­
actly or is estimated variationally. The following examples 
serve as illustrations of (48). 

A. Resonance frequency of a cavity 

Here it is assumed that w is not known. Let 

A = VX/-l-IVX = ,;Y'o' and p = €", (49) 

then a = (w/c2
). ReplacingA in the rhs of(48) by €"(w/cf, one 

obtains 

(f Et.A E dr )VAR = (W2/c2lvAR 

= 2 J E;'droE, dr - (W/C)2. (50) 

Since (w2lvAR differs by a second-order term from w2
, one 

has 

(51) 

For E,an = 0 on conducting surfaces, one obtains Berk's sta­
tionary expression 

(52) 

Equation (51) is equivalent to Rayleigh-Ritz's principle, 
and, of course, could have been derived in a much simpler 
way. 

B. Propagation constant of a waveguide 

Consider a waveguide containing a medium whose per­
mittivity and permeability are Hermitian tensors. The medi­
um is inhomogeneous in the directions transverse to the di­
rection of paropagation z. E can be written 

E = e(x,y)e - jyz , (53) 

where r is the propagation constant. Let 

1 d A 
. a 

p = ,an =) az; (54) 

then a = rand 
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(f Et·A E dr )VAR = rVAR 

= r + 2 f E;·(JYo - E"w
2Ic2 )Et dr. 

(55) 

Since YVAR differs by a second-order term from Y, it follows 
that 

(56) 

is a stationary expression. The above result reduces to Berk's 
stationary expression for the propagation constant 

y2f(iz xet)"/l-'(iz Xe) dS 

- iY f [(VT xet)'fl-'(iz Xe) - (iz xet)'fl-I(VT Xe)] dS 

+ f(VT Xet)'/l-I(VT Xe) dS - (aJ/c)2fe'E"e dS = 0, 

(57) 

by writing 

VV · a V .. a 
= T + Iz az = T - Jlz az' (58) 

where i z is a unit vector in the z direction and V T is the 
transverse component of the gradient. The variational prin­
ciple can be extended to A not a Hermitian operator. 
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Integrated rotational parameter as a constraint for the variational lower 
bound of the diffraction peak 
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The contributions of the imaginary parts of the partial waves to an angle integral of the rotation 
parameter R is taken as a third constraint in addition to the total cross section aT and a· in the e1,lm' 

variational calculation of the lower bound for the diffraction peak. 

PACS numbers: 03.80. + r, 11.80.Et 

I.lNTRODUCTION 

Unitarity in the form of the positivity and boundedness 
of the imaginary parts of the partial waves together with the 
constraints of total and elastic cross sections were used by 
MacDowell and Martin 1 in 1964 to obtain a lower bound on 
the diffraction peak with the Lagrange multipliers method. 
Since then more work has been done on the subject,2-X in­
cluding recently, on the extension to the spin case. 

For the pion-nucleon scattering in addition to the total 
and elastic cross sections good polarization measurements 
over the entire angle region are available. It would be nice if 
one could use one more input to improve the bound. As 
constraints, both the total and elastic cross sections are gobal 
quantities, that is quantities with no z dependence, or inte­
grated over the angle. This is needed because ofthe nature of 
the method used. Therefore an additional input has to be of 
the same nature, so that we have to use an integrated polar­
ization or some combination of it. 

However, with the integral of the polarization one en­
counters several problems. The integral of the differential 
cross section reduces to a single series because of the ortho­
gonality of the Legendre polynomials in the case of the spin­
non-flip amplitude and of the derivatives of the Legendre 
polynomials with the weight factor sin"e in the case of the 
spin-flip amplitude. For the polarization one has the product 
of phS with dP,ldz 's which do not have an orthogonality 
relation. The second point is that the contribution of the 
imaginary parts of the partial waves to drand a el are separa­
ble from those of the real parts and also are positive. In the 
case of ad these contributions are less than those of the entire 
partial waves. This makes it possible to write an inequality 
like a e1.im <ad' For the integrated polarization the imaginary 
parts of the partial waves appear as products with the real 
parts, so that their contribution is not separable. Also the 
integral is not positive, neither can we write an inequality 
like the one given above. 

The rotation parameter is a better candidate as a con­
straint, because in this case the contributions of the imagi­
nary parts of the partial waves can be separated from those of 
the real parts. The integral is still not positive and an inequal-

"'On leave from the Applied Mathematics Department, University of West­
ern Ontario, London, Ontario. Canada. 

"'Research supported partially by the National Research Council of 
Canada. 

"Equipe de Recherche Ass. C.N.R.S. 

ity in the above sense can still not be written. In spite of these 
difficulties we have considered this problem because it ex­
hibits novel features which one does not have in the two 
constraint case. We assume the contribution of the imagi­
nary parts of partial waves to a certain integral of the rota­
tion parameter to have been calculated from the phase shifts. 
But after it is found it becomes a global constraint and is 
treated as a parameter. As such the results become an inter­
nal consistency check, or in the opposite direction, a bound 
on the contributions of the imaginary parts of the partial 
waves. We also recover the formulas for the spin O-~ scatter­
ing case, which are the same as the ones for the sc~lar case. 

In Sec. II we define our quantities, specify the first two 
constraints, and evalutate the third constraint as a single 
series. 

In Sec. III we apply the Lagrange multipliers method 
and find two coupled equations whose solutions give us the 
imaginary parts of the 1+ and 1_ amplitudes in terms of La­
grange multipliers and the wave number I. Unitarity is im­
posed in the form of bounded ness and positiveness and con­
straints are expressed in terms of the Lagrange multipliers 
alone. 

Finally in the conclusion we summarize and discuss the 
results. 

II. SETUP AND CONSTRAINTS 

The spin-non-flip (f) and spin-flip (g) amplitudes of the 
spin O-! scattering process are given by 

1= ~s ~ [(l + l)J; + + J; ]P,(z), 

vs 
g=k~(J;+ -J; )P;(z). 

with these definitions the differential cross section is 

da =...!..c I 112 + IgI2sin2e). 
dil s 

The total and elastic cross sections are 

41T 
aT = "'k2 ~ [(I + l)a, + + la,. ], 

a el = :~ ~ [(l + 1) I II +- 12 + I IJ; _ 12]. 

Here 

(1 ) 

(2) 

(3) 

(4) 

(5) 

(6) 
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(7) 

The expression of aT is obtained from the "optical theorem" 

aT = (41T/kvs)Im/(z= I), (8) where A =Imf 
We consider now 

(10) 

RD = 2Re(g*f)sin8, (11) 
and ad by integrating Eq. (3) and using the orthogonality 
relations of the Legendre Polynomials and their derivatives. 
Only the contributions of a l + and al _ to a el are taken as 
constraint. Hence one defines 

where R is the rotation parameter and D ==da/dfl, the dif­
ferential cross section. 

g*1 = -; LL (/1+ -11- )[ (n + 1)/H + nln - ] 
kin 

XP/(z)Pn(Z)' (12) 

The quantity to be extremized is We form (1 - z2)g*1 and integrate it over z. The Z integral is 

and we find 

[ + 1 f* I" [ 1* I" 
+ 21 + 3 I-J(I+ 11- + 2/-1 I+JII-II+ 

1- 1 ) ----f1-I{l-II- . 
2/- 1 

Contribution from imaginary parts of the partial waves to the real part of this quantity is 

( 
k 2 f + 1 ... 2) '" I (I + 1)(1 + 2) 

Re- g 1(1 - z ) dz = 2: - 2 at + a(l + II + 
S -I i 1=1 (2/+1)(2/+3) 

2 
I {/ + 1)(1 + 2) + a 

(21 + 1)(2/ + 3) I 

_ 2 1(1 + W a a 
(2/+1)(2/+3) 1+ (1+11-

2 / (/ + 1)2 2 12(1 + 1) a a + a l a(1 I) + 1+ (I II (21 + 1)(21 + 3) - + - (21 - 1 )(21 + 1)- + 

2
(1-1)1(/+1) 12(/+1) 

+ al a I I) - 2 al a(1 I) 
(21 - 1 )(21 + I) + (- - (2/ - 1 )(2/ + 1) - - + 

-2 (1-1)/(1+ 1) a a =r 
(2/-1)(2/+1) 1- (1-1)- . 

(13) 

(14) 

(15) 

As we mentioned in the Introduction, only products of 
imaginary parts of the partial waves appear in the real part of 
the quantity on the left side. The subscript i stands for the 
contribution from these imaginary parts. Had we taken 1m 
instead ofRe of the integral (which is the case of polarization 
rather than the rotation parameter), we would have croSs 
terms only of the real and imaginary parts of the partial 
waves. 

respect to a l + and a l _ . The calculations are lengthy, but 
after redefining the Lagrange multipliers one finds for / ;pO, 

We defined our third constraint as r. We also define 
aT '='=t, a el .im =h and dA Idt it = a ===u. Here t and h are the 
other two constraints. 

III. VARIATIONS 

We now apply the Lagrange multipliers method by 
forming u - at - /3h - yr and taking its derivatives with 
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a 1+ = a - /31 (/ + I) 
+ (/+2 2 (/+lf 

r (2/+1)(2/+3)a(l+II+ - (2/+1)(2/+3)a(l~',-
+ I a 2 (/ - 1 )1 ) 

(2/-1)(2/+1) (1-11+ + (2/-1j(2/+1)a ll --- II - , 

a l _ =a-/3I(I+ 1) (16) 

(
2 (l + 1)(1 + 2) 

+r (2/+1)(2/+3)G 1I + 1)+ 
(I + 1) 

(21 + 1)(2/ + 3) a(l+ 11-

[2 (/- 1) ) 
(21 - 1 )(21 + 1) a(t_ 11 - • - (2/-1)(2/+ It(l-')+ - (17) 
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The solutions of these two coupled equations are 

a,+ =a+4f3r2-f3[/(/+ 1)-2rlJ, (IS) 

a, =a+4f3r-2f3r-f3[/(/+ 1)+2r/l. (19) 

Now the unitarity is imposed in the form 

O<;a,+ <;1, O<;a,_ <;1. 

As for the scalar case we first consider a + 4f3r > 1 and 
distinguish three regions (Fig. 1) 

(1) Regions where a, + and a, __ are 1. 
(2) Regions where a,+ and a,_ are given by Eqs. (IS) 

and (19). 
(3) Regions where a, + and a,_ are zero. 

The boundaries of these regions will be shown by 1+ and 1_ 
between the first two regions, and by L + and L _ between the 
last two regions respectively, for a, + and a,_ . These are ob­
tained from Eqs. (IS) and (19) by setting them equal to 1 or O. 
The results are 

1_ = - r - ~ + ~v.1, ' 
where .1, = 20r2 - 4r + 1 + 4(a - 1)1/3, and 

L+ = r- ~ + ~VL1L' 

L_= -r-~+~vL1L' 

where.1 L = 20r - 4r + 1 + 4a//3. 

(20) 

(21) 

These are the boundaries imposed by the unitarity, written in 
terms of the Lagrange mulipliers. 

From L + one sees that if r < 0, we must chose the + 
sign of the square root. Also we must have!v L1L > Irl +~. 
From L _ one sees that if r < 0 and if we chose the - sign of 

the square root, we have 

L_ = Irl-! - !v.1/,. 
Then it follows that Irl > i + !V.1L >! + Irl + i 

= Irl + 1. Hence we must chose the + sign of the square 
root. From L ~ one sees that if r > 0 we must chose the + 
sign ofthe square root. Also we must have!v L1L > Irl + ~. 
From L + one sees that if r > 0 and if we chose the - sign of 
the square root we have L+ = Irl - i - ivL1 L · 

Thus from the positivity of L _ and L + (or L and 1+) 
one must chose always the + sign of the square root. 

We further observe that the expressions (IS) and (19) are 
the analogs of the scalar case with the r terms appearing as 
additions due to the third constraint. For r = 0 the spinless 
case is recovered. Thus we see that there is no difference 
between the spin O-i case with no third constraint and the 
spinless case. The effect of the third constraint is also visible 
from 1_, 1+ and L _, L + if we form the differences 

1+ - L = 2r, 

L+ -L_ = 2r. 
When r = 0, the boundaries of a, + and a,_ merge. 

We must now evaluate all four quantities t, h, U, and rin 
terms of the values of a, + and a,_ in their respective re­
gions. As in Ref. 1, we find those expressions by integrals. 
The integrals are over three regions (see Fig. 1). For r > 0 the 
first region is from L to 1+ where a, + = 1 and a,_ is given 
by Eq. (19). In the second region a, + and a, ___ are given by 
Eqs. (IS) and (19) respectively. This region extends from 1+ 
to L _. Finally, in the third region from L _ to L +, a" is 
given by Eq. (IS) and a,_ is zero. For r<O, +'s and -'s 
are interchanged. The results for the first three quantities are 
exact because there are no cross terms of a, + and a, In 

them: 

dA 1'-0 = ~k -2(VS/k )~( -"2(3/~ + SF, + 6/2+ ) + 1'2(a + 4/3r) [3(L \ -/~) + S(L \ _/1+) + 6(L 2+ _/2+)] 
dt - -

_ -M3 [lO(L 6+ _/
6+) + 24(L 5+ _/~ ) + 15(L 4+ -/4\ )] 

- :W3(1 - 2r)[6(L ~ - fS+- ) + 15(L ~ -/~ ) + lO(L 1 - F+ )] + 1'2(3/4_ + 411 ) 

+ n(a + 4/3r2 - 2f3r)[3(L 4 _/4_) + 4(L ~_ - e_)] - :W3 [5(L 6 _ _ /
6
_) + 6(L ~ _/ 5 

)] 

+tr{3(1+2r)[4(L 5 _1 5_)+5(L 4 _/~)]I, (22) 

In terms of the Lagrange parameters this reduces, after 
lengthy calculations, to 

Similarly, we find for the total cross section 

aT = 4-rr/k 2 [!(l 2, + 2/+) + !(a + 4f3r2)(L 2+ + 2L+ _/2+ - 2/+) 

_ -tf3(3L 4\ + 4L ~ _ 3/4+ - 4/~ ) - tf3(1 - 2r)(2L 1+ + 3L 2+ - 2/~ - 3/2+ ) 

+ V2 + (a + 4f3~2 - 2f3r)(L 2 _/2) _ JI3(L 4 _/4) _ V3(1 + 2r)(L '- _/3 I]. 
This becomes in terms of the Lagrange parameters 

dr = 4-rr/k 2( 1/2f3)[2(a + 4f3r) - 1 + 16r2 + srl· 
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(25) 
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Finally, ael,im is given by 

ael.im 

= 41T/k 2[ !(f2+ + 2/+) + ~(a + 4/3y)2(L 2+ + 2L+ _/2+ - 2/+) - t/3(I - 2r)(a + 4/3y)(2L 3+ + 3L 2+ - 2/ 3+ - 3/ 2+) 

+ n{f32(1 - 2r)2 - 2/3 (a + 4/3y)}(3L 4+ + 4L 3+ - 3/4+ - 4e+ ) 

+rt{32(I-2rH4L5+ +5L~ -4/ 5+ _5/ 4+)+fr/32(5L 6+ +6L 5+ -5/ 6+ -6/ 5+)+F 2_ 

+ ~(a + 4/3r2 - 2/3y)2(L 2_ - /2_ ) - ¥J (1 + 2yHa + 4/3y - 2/3yHL 3_ - 13
_ ) 

+ 1[/3 2(1 + 2yf - 2/3 (a + 4/3y - 2/3y)](L ~ _/4_) + ¥3 2(I + 2rHL 5_ - fS_) + VJ2(L 6_ -/6_11' (26) 

In terms of the Lagrange multipliers this becomes 

(27) 

The evaluation of our fourth quantity r poses some difficulties, The expression for r is given by Eq, (15). It contains products of 
a, 's with unequal indices, Before we insert the imaginary parts of the partial waves a, + and a,_ from Eqs. (18) and (19) into the 
Eq. (15), we bring r into the following form: 

Now we can form from Eqs, (18) and (19) the following 
combinations: 

a,+ - a,_ = 2/3r(21 + 1), (29) 

(/+I)a,+ +Ia,_ =(2/+ I)[(a+4/3y)-/3/(/+ 1)]. (30) 

Inserting these two relations into the Eq, (28), we find for the 
I th term of the series 

8/3 2rl (I + 1 )(21 + 1). (31) 

However, the I th term has this form only in the region where 
a, + and a,_ are given by the Eqs. (18) and (19). (For y> 0 
between 1+ and L _), In the transition regions 1_ to 1+ and 
L _ to L +, both of which have a width of 2r, only one of the 
ai's is given by the Eqs. (18) or(I9), whereas the other is either 
1 or 0 (Fig, 1). We now go back to Eqs. (16) and (17) and form 
their difference, 

( 
(/+2) (/+I)a 

all -a,_ =y - (2/+3)a('+11 - (2/+3) (/+11-

I_~~+ L_, L. 

U U 

'6<0 

I I 
+ -

L L 
+, -

FIG. I. Three different regions of the imaginary parts Q, + and Q, ~ of the 
partial waves in which they are equal to 1, equal to the expressions given by 
Eqs. (18) and (19), or zero. 
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+ 1 (/- I) ) 
(2/_1)a(/-II+ + (2/_1)a li - ll -

(32) 

Inserting this into the Eq. (28), we find for r, 

r= f~(a,+ -a,_ f/(/+ 1), 
,= I r 21 + 1 

(33) 

This much simpler form has in the first transition region 
terms like (2/r)( I - a,_ fl (I + 1)/(21 + I), and in the second 
transition region terms like (2/r)a; + I (I + 1 )/(21 + 1), where 
a,_ and a, + are given by the Eqs, (18) and (19), Putting ev­
erything together, we have for r 

r= -(l-a,_f + dl+8/3y 1(/+1)(2/+1) f'+ 2 1(1 1) fL-
,- r 21 + 1 '+ 

(34) 

For large energies we replaced the sums by integrals as is 
done in Ref. 1. When series are used a careful treatment of 
transition regions is needed for a strictly correct result, in 
order to have I ± and L ± . 

Let us call these integrals r l , r2, and r3 • r2 is easily evaluated 
and is 

r l and r3 are not difficult to evaluate but are very long. We 
therefore will not give the explicit forms of the contributions 
coming from these regions. If one can look at the spin case as 
a perturbed spin less case so that those regions with widths of 
2r can be ignored, one can take r2 as an approximation for r 
even though the exact formula is known. When expressed in 
terms of the Lagrange multipliers r2 has the form 

r2 = 4/32Y{[(~V.1L - y)2 - AP - [(!v.1, + d - AP}. 
(36) 

We also give the expression for 
dInA /dtl,=o = (IIA )dA /dt 1,=0 which is obtained from 
Eq. (23) and the "optical theorem": 
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~>o 

1_ 

L L , + 
2~ 

0<0 

FIG. 2. Case where a, + and a, _ start with values less than 1. 

A (t = 0) = [Vsk )/41T](J'T, 

dInA I = _1 __ 1_ 
dt I ~ 0 2k 2 6/3 

X 3 [(a + 4/3y2)+ 4/3y2] 2 
- 24/3y2(1 + /3y2) -16y3/3 2-3a + 1 

2(a + 4/3f) + 8y(1 + 2y) - 1 

(37) 

Equations (23), (25), (27), (34), (36), and (37) are our results. 
We observe the following features. For y = 0, that is when 
the third constraint r does not exist, our expressions reduce 
to 

T _ 41T 2a - 1 _ 41T 3a - 2 d d InA I 
(J' - T2 --/3-' (J'el,im - k 2 3/3' an dt ,~O 

1 1 3a2 - 3a + 1 

= 2k 2 6/3 2a - 1 
(38) 

These equations correspond to spin O-~ case with only two 
constraints, and they are exactly the same relations obtained 
for the spinless case and lead to the bound 

d InA I 1~[1 3(1 _ (J'e1.lm )2 ]. 
I=O>X + T 

dt 41T (J' 
(39) 

Thus it is seen that there is no difference in the result for the 
spinless and spin cas\! when we have only the constraints (J'T 
and (J'e1.im' When we have the third constraint r the elimina­
tion of the parameters a, /3, and y is not so easy and calcula­
tions have to be made numerically. But in principle one has 
enough relations to eliminate the Lagrange multipliers and 
express d InA /dt I, ~ 0 in terms of (J'T, (J'el.im' and r. 

The formulas for the case in which both partial waves 
start with values less than 1 at I = 0 (essentially correspond­
ing to a + /3f < 1) are obtained without difficulty from the 
basic formulas. The integrals start atl = Owitha, + and a,~ 
given for the entire integration region by the Eqs. (18), (19) or 
o (Fig. 2). In this case, because cancellations of y terms be­
tween the upper and lower limit points do not occur we ob­
tain several terms with y factors. The equations reduce to the 
spinless case for y = O. We give below the relevant first terms 
of the these relations which are followed by terms multiplied 
with powers of y. 
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dA _ v's (1 (a + 4/3y2f ) 
dt I 1= 0 - 4k 3 6 /3 2 + y terms , 

(J'T = :: (!( (a + :ff + y terms)' 

_ 41T(1 a + 4/3ff ) 
(J'el,im - T2 3 ( /3 + Y terms , (40) 

r2=4/3 2YWv'.:lL -y)2-1P· 

r2 does not have y terms because to begin with there were no 
y terms coming from the upper and lower limits to cancel. 

IV.CONCLUSION 

We have considered the variational problem of extre­
mizing dInA Idtl , = 0 with a third constraint in addition to 
(J'T and (J'el,im' Even though good polarization experiments 
exist, an angle independent quantity which is given by the 
imaginary parts of the partial waves only, cannot be obtained 
from these because the polarization contains cross products 
of the real and imaginary parts of the partial waves. The 
quantity defined by a certain integral of the rotation param­
eter [Eq. (15)] represents a constraint which makes it possible 
to study the complications introduced both by a third con­
straint and also by the spin, in the spin O-! case. The existence 
of two types of partial waves leads to coupled equations for 
their determination. Unlike the spin less case the imposition 
of the unitarity defines different regions for the partial waves 
which greatly complicates the derivations. However, the 
lower (l~,l+) and the upper (L~,L+) limits of the partial 
waves appear always in the right combinations in all quanti­
ties except the third constraint, so that they can be replaced 
by simple combinations of the Lagrange parameters. These 
parameters can in principle be eliminated from the con­
straintequations andd InA Idtl , ~ 0 expressed in terms of the 
constraints. For y = 0 all formulas reduce to the results of 
the spin less case with two constraints only. 
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A relation "closer than" is introduced for simple regions of curved space-time. This is a total 
relation on events within a light cone and a partial relation for events on a cone. The group of 
bijective automorphisms of the relation is the group of bijective homothetic mappings. 

PACS numbers: 04.20.Cv, D2.4D.Sf 

INTRODUCTION 

In 1964 Zeeman I published a paper showing that the 
group of automorphisms of Mink ow ski space that preserved 
the causal structure was the group generated by the inhomo­
geneous Lorentz group and dilations. In 1973 Williams

2 
re­

lated a concept of "closer than" on Minkowski space to Zee­
man's causal relations and proved that the group of 
automorphisms that preserved the relation closer than was 
that generated by the Poincare group and dilations. In this 
paper we extend the closer than relation to a simple region of 
curved space-time of general relativity and examine its 
group of automorphisms. 

DEFINITIONS 

Space-time is taken to be a connected, Hausdorff, para­
compact, C '" real four-dimensional manifold M without 
boundary, with a C '" Lorentz metric and associated pseudo­
Riemannian connection. M is taken to be time orientable. 
For x E Mlet us write I + (x) for thechronologicalfuture of x , 
that is, the set of all points in M which can be reached from x 
by a future directed smooth timelike curve of finite extent. If 
y E I +(x) we write x < y. LetJ +(x) denote the causalfuture 
of x, that is the set of all points in M which can be reached 
from x by a future directed smooth causal curve (i.e., nonspa­
eel ike curve) in M. If Y E J +(x) we write x';;;y. Thefuture 
horismos E +(x) is defined by E +(x) = J +(x)\I +(x). If 
y E E +(x) we write x~y. The relations < ,,;;;, and ~ are re­
spectively called chronological, causal, and horismos. These 
definitions have their duals with future replaced by past and 
+ by -. Let 
E(x) = E + (x)uE -(x) denote the light cone at x and 
I (x) = I +(x)uI - (x) denote the interior of the light coneatx. 

A subset U of space-time M is called a simple region if U 

has the following properties: 
(a) Uis an open subset of M(with respect to the manifold 

topology). 
(b) If x,y E Uthere is one and only one x andy connect-

ing geodesic curve which we denote xy. The geodesic xy 

lies entirely within U. 

(c) Each geodesic curve xy defined by (b) which belongs 
to U depends continuously on x and y. 

(d) The boundary au of U and all closed subsets of U are 

compact. Let d ( xy) denote the proper length of xy. 
It was shown by Penrose' that any space-time can be 

covered by a locally finite system of simple regions. 
Let x E U. All elements of U that lie outside the causal 

future and past of x are said to be in the present of x, denoted 
PIx). 

THE RELATION "CLOSER THAN" 

Let us examine the relative closeness to x E M of various 
categories of elements of M that lie within a simple region U 
of M that is a neighborhood of x. We initially consider two 
categories, Un! (x) and UnE (x). For convenience we hence­
forth represent these regions by I (x) and E (x). 

Let a,b E I (x). Generalizing Williams,2 definition for 
Minkowski space let us say that "a is closer than b to x if 

- --
d( xa) < d( xb ). We call this relation Tandwritexab (T). 
Write x(ab )(T) if the distances are equal. This definition is 
based on the fact that the physical time recorded by a freely­
falling observer between the events x and a will be smaller 
than that recorded by such an observer beween x and b. 

Consider p,q E E (x). We cannot now use proper dis­
tance to define comparative closeness to x. However if p and 
q both lie on the same future ~or same past) null geodesic 
from x we are aware that a concept of closeness to x does 
exist. The photon from x might reach p before its gets to q 
and we would then say that "p is closer than q to x". Let us 
say that p is closer than q to x if p and q lie on the same future 
null geodesic from x and light reaches p first. Similarly, pis 
closer than q to x if they both lie on the same past nuIl geode­
sic from x and light reached p after q. Write x pq(N). Note 
that under this definition we cannot compare the closeness 
to x of two events on the same null geodesic if one is in the 
past of x and the other in the future of x. Neither can we 
compare the closeness to x of events on distinct null geodes­
cis. There seems to be no physical foundation for comparing 
thecIoseness tox of such events. In fact it wasseen2 that even 
in Minkowski space-time the relation N was a partial rela­
tion on the null cone. 
AUTOMORPHISMS OF THE RELATIONS 

A bijective mapping/of U onto itself is said to be a T­
automorphism ifandonly iffor, a, b E I(x)withxab (T)Jand 
I-I preserve T. That is 

x ab (T)-/(x)/(a)f(b )(T). 
These are the bijective mappings that preserve the timelike 
closer than relation. A bijective mappingfof U onto itself is 
said to be an N-automorphism if for events p and q on a 
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common null geodesic through x with x pq(N) 

x pq(N )~f(x)f(Plf(q)(N). 
These are the bijective mappings that preserve the null closer 
than relation. 

Lemma 1: A T-automorphism either preserves or re­
verses chronology. 

Proof Letfbe a T-automorphism of U, x E U and 
a,b E I +(x) withx ab (T). Thusf(x)f(alf(b )(T). Supposefdoes 
not preserve or reverse chronology. Letf(a) <fIx) and 
fIx) <fIb ). By transitivity of < ,f(a) <fIb ) and thus 
f(b) E I + (f(a)). Sincefis aT-automorphism bEl (a) and fur­
ther since x ab (T),b E I +(a). However we now arrive at the 
contradiction that b ax(T) butf(b )f(xlf(a)(T). Thusfmust 
preserve chronology. 

Lemma 2: A T-automorphism preserves timelike 
geodesics. 

Proof Let x,b E U with x < b. Letfbe a T-automor-

phism. Supposef( xb ) is not a geodesic; that is, suppose 

thatf( xb ) =1= f(xlf(b). Then there exists e Ef( xb ) such 

that proper distance betweenf(x) and e alongf( xb ) is equal 

tod (f(xlf(b )). We have thatf-l(e) E xb . But this implies 
thatxf-l(e)b (T)whilef(x) (ef(b ))(T), a contradiction. Thus 

f( xb ) is a geodesic. 
Lemma 3: A T-automorphism is a homothetic map­

pIng. 
Proof Letfbe a T-automorphism. Consider the path 

topology4 p on M. This is the finest topology that induces the 
Euclidean topology on arbitrary timelike curves. Let Up de­
note U under the relative p topology. Then since f either 
preserves or reverses chronology,fis a homeomorphism of 
Up •

s Thusfis a conformal mapping. 4 Furthermore,fpre­
serves timelike geodesics. Therefore f is a homothetic 
mapping. 6 

Lemma 4: A bijective homothetic mapping of U onto 
itself is both a T-automorphism and an N-automorphism. 
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Proof Homothetic mappings are isometric mappings 
"up to a scaling factor." These mapping preserve geodesics 
and geodetic lengths up to a scaling factor. Thus bijective 
homothetic mappings are T-automorphisms. Furthermore, 
bijective homothetic mappings, being homeomorphisms of 
the path topology preserve or reverse causal relations.4 Con­
sequently such mappings are N-automorphisms. 

Combining the results of Lemmas 3 and 4 we now get 
the following theorem. 

Theorem: The group of bijective automorphisms of the 
relation closer than (i.e., both Tand N) on a simple region of 
curved space-time is the group of bijective homothetic 
mappings. 

FINAL REMARKS 

We have in this paper resisted the temptation to define a 
closer-than-to-x relationship for elements in the present of x. 
Let m, n E P (x). In Minkowski space a spacelike closer than 
relation x mn(8) has physical meaning in that m and n would 
be in the physical three-dimensional present of inertial ob­
servers at x. 2 However, even though an analogous spacelike 
relation defined in terms of arc lengths from x along space­
like geodesics would be preserved under homothetic bijec­
tive mappings, we do not feel that this relationship has any 
real physical significance in the curved space-times of gener­
al relativity. 

'E. C. Zeeman, J. Math. Phys. 5,490 (1964). 
2G. Williams, Am. J. Phys. 41, 871 (1973). 
'R. Penrose, Techniques of Differential Topology in Relativity (SIAM, 
Philadelphia, 1972), proposition 1.13, p. 6. 

's. W. Hawking, A. R. King, and P. J. McCarthy, J. Math Phys. 17, 174 
(1976). 

'D. B. Malament, J. Math. Phys. 18, 1399 (1977) (Theorem 2). 
hR. Gobel, Commun. Math. Phys. 46, 289 (1976), Prop. 5.8, p. 304. 
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From the Weyl tensor, which can be split up into an "electric" and "magnetic" part of the 
gravitational field, one can construct a "flux of superenergy." This is analogous to the 
electromagnetic case where the flux of energy is described by the Poynting vectDr. In the 
electromagnetic case, a suitable boost can be made to make the energy flux vanish in a certain 
frame. By analogy, in this paper we exhibit a variety of methods by which we find a frame in which 
the flux of superenergy vanishes. These methods are linked together involving spin, Lorentz and 
cDmplex rotation matrices which are inherently related to a study of the quartic. The algebraically 
general case only is considered. 

PACS numbers: 04.20.Cv,04.20. - q 

ces run from 0, - , - ,3; spinor indices take Dn values 0,1. 

I. INTRODUCTION 

The Weyl tensor with ten real independent components 
may be represented by two. 3 X 3 real, symmetric, traceless 
matrices If and &J, the "electric" and "magnetic" parts Df 

the gravitational field. t
•
2 The condition that these matrices 

commute is the necessary and sufficient condition that they 
can be simultaneously diagonalized3 which is equivalent 
physically to being in a frame in which the flux of superen­
ergy, as can be seen from the appropriate components of the 
Bel-Robinson tensor, vanishes. The question posed in Ref. 1 
is that given a frame in which the superenergy flux does not 
vanish, what method or methods may be employed to find a 
frame in which it does. This is in analogy to the electromag­
netic case where a suitable boost may be made to make the 
electric and magnetic vectors E and B parallel in that frame. 
The problem may also be viewed as reducing the Weyl tensor 
or Weyl spinor to canonical form. The Weyl spinor being 
linked to a quartic expression, the equivalent problem is a 
reduction of the quartic to canonical form. The algebraically 
general case is considered here. 

The contents ofSecs. II and III are familiar although we 
use the complex electromagnetic vector and by analogy a 
"complex gravitational field" .'7 comprising the "electric" 
and "magnetic" parts of the Weyl tensor. Section IV is a 
straightforward case of matrix diagonalization of .'7.4 A 
study Df aspects Df the quartic is undertaken in Sec. V. The 
null rotation method in Sec. VI successively reduces the 
Weyl spinor or associated quartic to canonical form leading 
to an equation which is one of the concomitants of the quar­
tic. A complex Euler angle formalism is set up in Sec. VII 
enabling the actual boosts and spatial rotatiDns necessary for 
diagonalization of.'7 (the finding Df a frame in which the 
superenergy flux vanishes) to be determined. 

II. MAXWELL SPINOR 

We use the notatiDns, letters, and range of indices as in 
Ref. 5. The metric g/Lv = diag (1, - 1, - 1, - 1), tensor indi-

The Maxwell tensor is taken to be6 

( 

0 Ex Ey 

-E 0 -Bz 

F/Lv = _ EX B 0 
y z 

-Ez -By Bx 
We select the set of Pauli matrices 

~), (JtAB' = ;2 (~ 
I (0 i) 1 (1 ~AB' =-= . 0' ~AB' =-= 0 
~2 -/ ~2 

where the first subscript labels rows. The spin or equivalent 
FAB'CD' of the Maxwell tensor is given by 

FAB'CD' = ~B,(J"cD,F/Lv' 

The symmetric Maxwell spinDr <P AB can then be ob­
tained from 

FAB'CD' = EACiB'D' + <PAcEB'D' 

and we find 

(11.1) 

(11.2) 

whereFx =Ex +iBx,Fy =Ey +iBy, Fz =Ez + iBz is the 
complex electromagnetic vector. 

We may nDte that the eigenvalues of <P AB are 
± (F~ + F; + F;)tI2 and when this vanishes we have the 

special or null case (equivalently the condition E2 - B2 = 0 
and E·B = 0). 

If Dne considers a unimodular spin transformatiDn of an 
orthonormal dyad I ~ , n A J, ~ n A = 1 

(' ~ ) (a b) (I A ) n~ = c d \n
A

' where ad - be = 1, (11.3) 

the spinor equivalent of the Maxwell tensor in a new 
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"primed" frame is related to its components in the original 
frame by 

(11.4) 

whereS / = e !) 
is the spin transformation, the lower subscript indicating 

rows. 
Similar relations to (ILl) and (11.2) hold in the new 

frame of reference (with primes on the variables) so that by 
combining these with (11.2) in (11.4) we can relate the compo­
nents of the complex electromagnetic vector in the trans­
formed, primed frame to its components in the original 
frame We find 

~(a2 _ b 2 _ c2 + d 2) ~(a2 + b 2 _ c2 _ d 2
) - ab +cd 

G) G} 2 
(11.5) 

_ ~(a2 _ b 2 + c2 _ d 2) ~(a2 + b 2 + c2 + d 2) i(ab + cd) 
2 

- ac + bd, - i(ac + bd) 

or briefly F' = PF where the transformation matrix P is a 
complex orthogonal matrix with unit determinant. 

An induced basis in a complex E3 
1JOAB = (iI\12)(/i A IlB - tAfB) 

1JIAB = - (1/V2)((A (B + /I A nB ) 

1J2AB = (i/v2)((An B + "AlB) 
which is orthonormal, 1JmAB 1J~B = 8mn , allows the Maxwell 
spinor to be expressed as 

if>AB = -(ilv2) (Fx1JOAB + Fy1JIAB + F z 1J2AB)' 

where we have chosen ~ = (0,1), /IA = (- 1,0). 

III. WEYL SPINOR 

The Weyl tensor in source-free space may be written in 
the form 7 

( -~ 1dJ) C afJ -
A~ - -1dJ _ ~ , 

the rows being labelled by cx(3, the columns by M with 
numbering 01,02,03,23, 31, 12 successively down and 

across, 

(~ xx ~ xy ~ xz) 

~ = ~ yx If yy If yz = If T, If xx + ~ yy + If zz = ° 
If zx If zy If zz 

with a similar matrix for YJ. 
We interpret ~ and IdJ as the "electric" and "magnet­

ic" parts of the gravitational field. 
The spinor equivalent of the Weyl tensor 

CAB'CD'EF'GH' = if AB,af3 CD,a
Y 

EF' ~ GH' CafJY~ 
can then be calculated. We also have, to determine the totally 
symmetric Weyl spinor I/IABCD' the relation 

CAB'CD'EF'GH' = - (EACEEG iJlB'D'F'H' + I/IACEGEB'D,EF'H')' 

Putting '/I ABCD = tP A + B + C + D' with Weyl spin or com­
ponents now denoted tPo' tPl' "', tP4' we can form the 3 X 3 
trace-free symmetric matrix 

1446 

(

.Yxx 

:y = .YyX 

Y zx 

.YXy 

Yyy 

Y zy 

Y xz) 
Y yz = '/I 

.Yzz 
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z 

ad+bc 

(2;~ -~, -~.I ti(tPo - tP4) I~, -~,I ) 
= zl(tPo - tP4) !(2tP2 + tPo + tP4) - i(tPl + tP3) 

(tPl-tP3) - i(tP, + tP3) - 2tP2 

tPOI (~oo 
= tPlO tPlI ~"') tPI2 tPmn = tPnm' 

(111.1) 

tP20 tP21 ¢22 

where .Y xx = If xx + ildJ xx etc., and TrY = 0. 
In terms of the 1J basis in Sec. II, the Weyl spin or may 

also be expressed as 
4 

I/IABCD = I '/I mn 1JrnAB1JnCD 
'n.n =0 

which has allowed us to form the matrix '/I mn' We may refer 
to Y (in analogy with the electromagnetic case) as the "com­
plex gravitational field." 

The eigenvalue equation for the Weyl spinor can be ex­
pressed as 

I/IABCDif> CD = Aif>AB 

or more strikingly in matrix terms as 

(

'Yxx 

,'Yyx 

Y zx 

yXY 
,'Yyy 

,'Yzy 

(III.2) 

where we might wish to interpret in a "formal algebraic 
sense", if> and F as in Sec. II. 

Upon performing the spin transformation SA E of(II.3), 
new bases 1J:nAB are induced in E3 with new, primed, Weyl 
spinor components tPb, ... tP~, and new primed matrices 
Y' = '/I'. 

The law of transformation to the primed system is 

y' =pypT, (pT =p-I), 

where P is the complex orthogonal matrix of (11.5). 

IV. DIAGONALIZATION: MATRIX METHOD 

The problem posed in Ref. 1 was the "simultaneous 
diagonalization" of the If and YJ parts of the Weyl tensor. 
This can be achieved if the matrix Y = If + iYJ is diagona-
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lized. That is to say it is the determination of the orthogonal 
matrix P such that Y' = P Y P T is diagonal. 

In the algebraically general case the eigenvalues of 
5' = iF + ifj] are distinct so thatY can bediagonalized toa 
new matrix Y'. 

The characteristic equation of Y( = 1/1) is a cubic giving 
the three distinct eigenvalues and we can then calculate the 
corresponding eigenvectors which form the rows of the ma­
trix P. We see from the matrix P of (11.5) that we can then 

obtain the spin transformation SA E = e !) to within a 

sign. Conversely, if we know the spin transformation, we can 
obtain the matrix P. A corresponding Lorentz transforma­
tion relating the Weyl tensor to its transform in the new, 
primed, frame can then be calculated (from Ref. 5, p. 53). 

V. THE QUARTIC 

The Weyl spinor components ("'0' "'I' "'2' "'3' "'4) may be 
associated with the quartic 

u = ",oZ4 + 4"'IZ3 + 6"'2Z2 + 4"'3Z + "'4 = 0, (V.l) 

whose roots give the principal null directions. There are only 
two independent invariants of the quartic8

•
9

: 

1 = "'0"'4 - 4"'1"'3 + 3"'22 = !I/IABCD I/IABCD 

and 

J = "'0"'2"'4 + 2"'1"'2"'3 - "'0"'/ - "'1
2
"'4 - "'/ 

= il/lAB CD 1/1 CD EF 1/1 EFAB • 

There are two covariants of the quartic, the Hessian H and a 
sextic covariant G, these concomitants being connected by 
the syzygy 

lu 2H - 4H 3 -Ju 3 = G 2
• 

If a, /3, y, 8 are the roots of the quartic, the discriminant..1 of 
the quartic is given by 

"'06 (/3 - y)2(y _ a)2(a - /3 )2(a - 8 )2(/3 - 8 )2(y - 8)2 = 256..1, 

where..1 = 1 3 
- 27J 2

• 

Clearly then the vanishing of the discriminant is the 
necessary and sufficient condition that two roots be equal 
i.e., two principal directions coincide. Thus when/ 3 = 27J 2 

algebraically special cases arise as noted in Ref. 9. 
The characteristic equation 11/1 - A 11 = 0 (where 1/1 is 

the middle matrix of (III. I ) and 1 is the unit matrix) when 
expanded out is 

A 3 - AI - 2J = 0, (V.2) 

where 1 and J are the two invariants of the quartic above. 
Thus we see the link between the eigenvalue or matrix meth­
od and the consideration of the quartic. In fact the cubic is 
the "reducing cubic" (or cubic resolvent) of the quartic! This 
fact does not appear to have been noticed in the literature! 
Knowing the roots of the cubic (V.2) i.e., by the eigenvalue 
method, we can obtain the roots of the quartic and vice versa. 

We have the following expressions for the invariants 1 
and J 10: 1 = - ~ 2 X 2 Principal minors of 

1/1 = !Try2 = !Tr[ iF 2 - fj]2 + 2i iF fj]], 

J = !detY = FrY3 = Fr[ iF 3 
- 3iF fj]2 - i(fj]3 - 3fj] iF 2)]. 
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Setting A = - 2"'08 the cubic (V.2) is II 

4"'0383 -N08 + J = O. 

If the roots of this reducing cubic are 8 1,82,83, they are 
related to the roots of the quartic (Ref. 11, p. 122) by 

4(82 - 8 3 ) = - (/3 - y)(a - 8), 

4(83 - 8 1) = - (y - a)(/3 - 8), 

4(8 1 -82)= -(a-/3)(y-8), 

(V.3) 

with 8 1 + 8 2 + 8 3 = O-this condition being equivalent to 
Trl/l = TrY = O. With Aj = - 2"'08;. i = 1,2, 3, we then 
have for the eignevalues of Aj in terms of the roots of the 
quartic (Ref. 11, p. 122) 

Al = Wa -/3)(y- 8) - (y - a)(/3 - 8)]"'0' 

A2 = i [(/3 - y)(a - 8 ) - (a - /3 )( y - 8 )] "'0' 

A3 = Wy - a)(/3 - 8) - (/3 - y)(a - 8 )]"'0' 

Let l2 

(a-/3)(y-8) (aA /3
A

)(yB 8
B

) 
Ji= = 

(a - 8)(y - /3) (a C 8c )(YD/3 D) 
(setting a = aola l etc.) 

(V.4) 

be the cross ratio corresponding to the roots a, /3, y, 8 of the 
quartic (V. 1) and symbolically represented by [a, /3, y, 8 l. 

Then 

[ a, /3, y, 8 l = [/3, a, 8, y l = [y, 8, a, /3 l = [8, y, /3, a l ' 
and it can be seen that the eigenvalues are unchanged under 
any of the above permutations. 

There are six (out of 24) distinct cross ratios in general 
and these correspond to the six permutations or ways of or­
dering the eigenvalues or six ways of reducing the quartic to 
canonical form. Ifwe fix the root a of the quartic in any 
chosen manner then there is a 1-1 correspondence between 
the remaining roots (principal null directions) and the 
eigenvalues. 

With an association/3, y,8-A I ,A2 ,A3 we may set up the 
following table of correspondences using (V.3): 

23 1_[ a,y,8,f3l Ji - 1 (a - y)(8 - /3 ) 
- = -'----..:....:..:.-.....=....-.:...-

Ji (a - /3)(8 - y) 

3 1 2-[ a,8,f3,yl-----­
l-Ji 

(a - 8 )(/3 - y) 

(a - y)(/3 - 8 ) 

(V.5) 

213-[a,y,/3,8l-1-Ji = (a - y)(/3-8) _ Al -A 3 

(a - 8 )(/3 - y) A2 - A3 
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132 -la,/3,o,rl- _Il_= (a -/3)(0 - r) = A2 -AI 
Il - 1 (a - r)(o - /3 ) A3 - A, 

Z,ISI SA £(51 p lSI L 151, 

It may be remarked that for distinct roots of the quartic no 
complex cross ratio has the value 0, 1 or 00 which will obvi­
ously be the case in the algebraically special cases. 

We may solve the quartic (V.l) and the reducing cubic 
(V.2) i.e., the matrix eigenvalue problem and confirm the 
relations (V.4) and (V.5). 

VI. DIAGONALIZATION: NULL ROTATIONS 

A canonical form for the Weyl spinor will have compo­
nents (I/;b ,0,1/;; ,O,I/;b), where it can be seen from (111.1) that 
in a primed frame, the matrix 1/1' = ,7' becomes diagonal. 

The idea, then, for diagonalization is to transform to a 
primed frame such that in this frame 

1/;', = I/;~ = ° and I/;~ = I/;~ . 

The unimodular spin transformation SA £ = (: !) 
can be considered as a product of three spin transformations 

the first and third representing null rotations around ~ and 
"'A respectively (see 11.3); and the second a duality rotation. 

Making a null rotation around ~ , we have (see Ref. 5, p. 
183) 

(tPO,···,tP4)-('1/;0,···,'1/;4)' 

h './. 1 d './. were 'f'n-' =- -'f'n' 
n dz, 

'tP4 = zitPo + 4zitP, + 6Z~1/;2 + 4Z l 1/;3 + 1/;4' n = 1, ... ,4. 
(VI.I) 

Making a null rotation around ''''A' we have 

(' tPo,···,' 1/;4)-(" I/;(w"'" tP4)' 

where 

"./. I d "./. 'f'n+1 =-4-- -d 'f'n' 
- n Z3 

"tPo = 'tPo + 4Z3'tP, + 6Z/'1/;2 + 4Z/'1/;3 + Z/'tP4' n = 0.,,,.3. 
(VI.2) 

Making a duality rotation, we have 
("1/;0, ... ,"tP4,)-(tPO', ... ,1/;4') (final primed components), 
where 

1/;/=Z/-2n "l/;n,n=0, ... ,4. 
For tPo' = tP4', this leads to 

Zz = ("1/;4I"tPo)1/8 

giving Z2 when "1/;0' "1/;4 are known. 
For 1/;3' = ° which implies "1/;3 = 0, we have from (VI.2) 
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when n = 2 

Z3 = - '1/;3/'tP4 

determining Z3 when '1/;3' '1/;4 are known. 
Using this value of Z3 in (VI.2) when n = ° and equating 

to zero ("tPI = ° is implied by 1/;,' = 0) leads to 

'1/;,'1/;/ - 3'tPZ'1/;3'tP4 + 2'1/;/ = 0. 
Each of the' tP n are expressible in terms of the original 

Weyl spin or components and the variable Z 1 by (VI.I) so that 
making the substitutions leads to a sextic equation to deter­
mine Z,' and this sextic is precisely the sextic covariant G of 
the quartic (see Ref. II, p. 372) 

G = AoZ/' + A,z,s +A~14 + A3z,3 + A 4z,2 

+ AszI +A6 =0, 

where 

Ao = tP021/;3 - 3tPOtPII/;2 + 2tP,3, 

A, = tP02tP4 + 21/;0tP,tP3 - 91/;0tP/ + 61/;,21/;2' 

A2 = 5(l/;otP,tP4 - 3tPol/;2tP3 + 21/;,2tP3 ), 

A3 = - lO(tPotP/ -1/;/1/;4)' (VI.3) 

A4 = - 5(tPotP3tP4 - 31/;,tPZtP4 + 2tP,tP/), 

As = -1/;01/;/ - 21/;,1/;31/;4 + 91/;/1/;4 - 6tP21/;/, 

A6 = -1/;,tP/ + 3tPZl/;31/;4 - 21/;/. 
Solve this sextic and obtain the six roots. For a root z, of 

the sextic and knowing the orginal Weyl spinor components 
(1/;0,1/;" I/;z, 1/;3' 1/;4) we can calculate in turn ('1/;0,· .. ,'1/;4)' Z3' 
("1/;0,· .. ,"1/;4)' zz, and finally (1/;0', .. ·,1/;4') with (1/;0' = tP4', 
tPI' = tP3' = 0) and so we are assured that,7' = 1/1' is 
diagonal. 

Knowing then z,' zz, Z3' we can also calculate the spin 
transformation 

(
a
c 

b) (zz(1 + Z3Z,) ZZZ3). =g-££, = 
d z,hz 1hz 

With the (determined) spin transformation matrices 
g, (z,), g 2(Z2)' g 3(Z3) we may construct corresponding complex 
orthogonal matrices P1(zd, Pz(zz), P3 (Z3) via (11.5): 

( - z,'/2 - iz//2 Z,) 
P,(zd = - iz,z/2 1+ z//2 i~, 

-z, - iz, 

( «z,' + z, -'1 !i(z/ - Zz -2) 

~, P2(zz) = - !i(zz ~ - Z2 -2) !(z/ + Z2 -z) 

° 
( -z;'/2 iz//2 

-z') 
P3 (Z3) = iZ3 2 /2 1+ z//2 1~3 

Z3 - iZ3 

The diagonalization may be viewed as a succession of or­
thogonal transformations on the original matrix ,7 , 

',7=P, ,7 PIT, 

",'7 =P3 ',7 P3 T, 

,;-' = Pz ",7 pZT, 

or,7' = p,7 P T, where P = P2P3P,. 
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In the diagonalization of a 3 X 3 matrix with distinct 
eigenvalues there are six ways of ordering these eigenvalues 
on the diagonal. These correspond to the six roots of the 
sex tic which lead to six spin transformation matrices of the 
type gi (and hence their product) six complex orthogonal 
matrices of the type Pi' six Lorentz transformations L Iii [Ta­
ble (V.5)] and is further linked with the six essentially differ­
ent cross ratios which are formed from the four roots of the 
quartic. 

VII. DIAGONALIZATION: COMPLEX EULER ANGLES 

Another method of reduction of the Weyl spinor is the 
successive determination of complex Euler angles to reduce 
the Weyl spin or to canonical form. 

With respect to the Oxyz axes we consider a "boost in a 
given direction together with a rotation about that axis." 
These operations are commutative so that the order is imma­
terial. We refer to both operations as a "complex rotation 
with regard to an axis." Using the Euler angle convention of 
Ref. 13 we consider (i) a rotation with parameter ¢J, and 
boost with parameter ¢J2 with respect to the z axis (a complex 
rotation with regard to thez axis), (ii) a rotation with param­
eter (Jl and boost with parameter (J2 with respect to the new 
(rotated) x axis, and (iii) a rotation with parameter "', and 
boost with parameter rP2 with respect to the (final) z axis. 

The spin, the Lorentz, and complex rotation matrices P 
corresponding to (i), (ii), (iii) are respectively given by 

The product of the spin transformation matrices 
B""Ce,D<b is 

(e -;<1>12 
D<b= + - 0 ei~l2) 

{at 0 0 s;n~¢') 
cos¢J, sin¢J, 

- sin¢J, cos¢J, 

sinh¢J2 0 0 cosh¢J2 

( oo~ sin¢J 

D· -P<b = - ~in¢J cos¢J where ¢J = ¢J, + i¢J2' 
0 

C ( cose 12 - isine 12) -+ (] - - - isine 12 cose 12 

{OShO, sinhe2 0 

s;~o) sinhe2 coshe2 0 
0 0 cose, 

0 0 - sine, cose, 

_P, ~(~ 
0 

Si~O ) . cose where e = e, + i02, 
- sine cose (e -;'1-/2 

B",= + - 0 e212) 

{at 0 0 s;r) cos"', sin"" 

-sin"" cos"', 

sinh"'2 0 0 cosh"'2 ( oos¢ sin", 

D· -P", = - ~inrP cos'" where", = rP, + irP2' 
0 

( 
e - il'" + <b 1/2cose 12 

=B CD = + Q '" e <b - • il"'-<b112 . e/2 -Ie sm 

- ie - il'" - <b 1/2sine 12) = (a 

eil '" + <b l12cosO 12 C 

and the product of the complex rotation matrices P"" P e, P <b is 

( 

cosrPcos¢J - cosesin¢Jsin", 

P = P "'PeP<b = - sin"'cos¢J - cosesin¢Jcos'" 
sinesin¢J 

cos¢Sin¢J + cosecos¢Jsin'" 

- sin¢Sin¢J + cosOcos¢Jcos", 
sinrPSind) 
cos¢Sine 

(VII.l) 
- sinecostb cosO 

It is emphasized that the "angles" ¢J, e, '" are complex 
and we may assume the convention O";;'¢J, ,,;;,21T, o,,;;,e, ";;'1T, 
0,,;;,"', ,,;;,21T. It will be observed that if the spin transformation 
is determined by any method then the "complex Euler an­
gles" are determined and vice versa. 

We now set out the successive reduction of the Weyl 
spinor to canonical form by determining the complex Euler 
angles-this gives the boosts and rotations. 
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r 
From Eq. (8.69) of Ref. 5 the original components (rPo, 

"'"",,"'4) change under the spin transformation D<b to first 
intermediate components (''''0' 'rP" ... ,'rP4) given by 

''''n = ei(n - 21<b"'n (n = 0, 1, ... ,4). (VII.2) 

Under the spin transformation Ce these first intermediate 
components change to second intermediate components 

(""'0' "rP"""""'4) given by 
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~(l + cose)2 - isine (1 + cose ) 

- iisine (1 + cos8 ) - !(2cos2e + cosO - I) 

- *sin28 - isinecose 

+ iisin8 (I - case) !(2cos28 - cose - I) 

W - cosO 12 isin8 (1 - cose ) 

Under the spin transformation B", these second inter­
mediate components change to the final primed components 

('ljJo', 1/J1',···,1/J4') given by 

¢n' := ei(n - 2)¢ "tfn (n::::= 0, 1, ... ,4). 

In a similar manner as used in Sec. VI we want 

1/Jl' = 1/J}' = 0 and 1/Jo' = 1/J4'· 

(VIl.4) 

Working backwards we find from (VII.4) that 1/Jo' = ¥'4' leads 
to 

e4il/J = "tP4/"tPO 

determining the complex angle 'IjJ when" tPo, "tP4 are known. 
The conditions 1/Jl' = tP3' = 0 imply "tP, = "1/J3 = 0 from 
(VIl.4). Adding and substracting the two equations obtained 
by putting "tPl = "tP3 = ° in (VII.3) leads to 

tanO == 2i('tP) - '1/J1)/('1/JO - 'tP4) 

and 

tan28 = - 4i ('1/Jt + ''IjJ})/('tPo + 6'1/J2 + '1/J4j· 

Either of these equations determines 8 when ('1/Jo,'1/J(,···,'1/J4) 
are known. Eliminating 8 gives the following relation: 

(VII.5) 

where 'Ao, etc. are the same expressions as in (VI.3) but with 
first intermediate components (single prime on left) used. 

Finally using (VII.2) in (VII.5) and putting X = ei
'" we 

obtain a sex tic in X (or a cubic in X 2) to determine cp, viz., 

5AnXo - AJX4 + A4X2 
- 5Ac, = 0, 

where Ao, etc. are the same quantities as in (VI.3). 
There are six roots but for any root, or value of cp ob­

tained, we can calculate in turn \'1/Jo, ''IjJ" .. ·,'1/14)' e, ("1/Jo, 
"1/J,,···,"1/J4)' 1/J and finally (1/Jo', 1/1(',···,1/;4')' with 

tPo' = 1/J4' and 1/J(' = 1/J)' = 0. 
The angles cp, 0, tP having been determined, the boosts 

are obtained from the imaginary parts of these angles and the 
spatial rotations from the real parts. The spin matrices 
B"" Co, D,b and hence the spin transformation Q = B", CoD,J' 
is determined. Then also the complex rotation matrix P of 
(VII. 1 ) which makes 

py P T = y' (diag Y') is determined. 
Alternatively one can determine the matrices 

P"" Pe, P¢ from 
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-1sin2O isine (1 - cose ) !(l - cose l" 
- ¥sinecos8 t(2cos2e - cosO - 1) iisin8 (I - cos8 ) 

- ~ + 1coS28 - isinOcos8 - 1sin28 

- ~isinecosO i(2cos28 + cosO - I) !isin8 (I + cos8 ) 

-1sin2O - isinO (I + cosO) i(I + COSO)2 

(VII.3) 

',7 = P",,cT P", T, 

"./ = Po'e/Pe T make "Yxz = "'/YZ = 0, 

.'7' = P",".'7P", T makeY'xy = 0, 

and working backwards determines the complex Euler 
angles. 

A geometrical interpretation of diagonalizing Y is that 
of determining the complex rotation necessary to obtain the 
principal axes of the complex 3-D quadric Y or equivalently 
the principal axes of the Weyl tensor. 

A few points offurther interest may be suggested. 
Since boosts and rotations are involved it may be worth 

considering a "Thomas Precession" of this complex gravita­
tional field. 

It may also be of interest to investigate the effects on the 
formalism when boost velocities tend toward the speed of 
light. 

In order to make our results more useful to those inter­
ested in further detail we have prepared a somewhat more 
expanded version in a paper entitled "Reduction ofWeyl 
tensor to canonical form: Algebraically general case," avail­
able from Physics Auxiliary Publication Service, A.I.P. See 
AlP document no. PAPS IMAPA-22-1445-38 for 38 pages of 
the expanded version of the above document. Order by PAPS 
number and journal reference from American Institute of 
Physics, Physics Auxiliary Publication Service, 335 East 45th 
Street, New York, N.Y. 10017. The price is $1.50 for each 
microfiche (98 pages), or $5 for photocopies of up to 30 
pages with $0.15 for each additional page over 30 pages. Air­
mail additional. Make checks payable to the American Insti­
tute of Physics). 
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In cylindrically symmetric vacuum spacetimes it is possible to specify nonsingular initial 
conditions such that timelike singularities will (necessarily) evolve from these conditions. 
Examples are given; the spacetimes are somewhat analogous to one of the spherically symmetric 
counterexamples to the cosmic censorship hypothesis. 

PACS numbers: 04.20.Cv, 04.20.Jb, 98.80.Bp 

I. INTRODUCTION 

A number of spacetimes are known which contain time­
like singularities, and thus violate the most common formal 
version of the cosmic censorship hypothesis, 1 the hypothesis 
that spacetime is globally hyperbolic, or, equivalently, that it 
has a Cauchy surface. Particularly of interest among these 
spacetimes are those in which the singularity develops from 
nonsingular initial conditions. 2 These solutions to Einstein's 
equations-which we shall call "naked-singularity solu­
tions"-formally represent the possibility that timelike sin­
gularities could result from the collapse of initially well-be­
haved physical systems. (They constrast, for instance, to 
solutions such as the negative-mass Schwarzschild solution 
in which the timelike singularity is infinitely old, or to solu­
tions in which the timelike singularity is part of the big bang 
in a finitely old universe. 3

) 

As it is not ultimately the above-mentioned formal 
statement of the cosmic censorship hypothesis (or any of its 
variants 1) which is of interest of physics, but rather the hy­
pothesis that naked singularities do not form in physically 
realistic situations, a primary question to be asked of any 
counterexample to the former is whether it would also be a 
counterexample to the latter. As the latter has not yet been 
precisely formulated, however, 1.4 one asks simply whether 
the given counterexample is physically realistic. All of the 
known naked-singularity solutions contain matter; a large 
part of the last question, then, is just how sensitive the forma­
tion of the singularity is, to the detailed properties of the 
matter comprising the collapsing system. A vacuum analog 
to any of these counterexamples-or, for that matter, any 
naked-singularity solution in vacuum-might indicate that 
there are some types of naked singularities whose formation 
does not depend critically on the properties of matter, or, 
more generally, on the presence of matter. Because the Birk­
hoff theorem implies that such analogs cannot exist in 
spherical symmetry, and because of the extreme difficulty of 
solving the time-dependent vacuum field equations in axi­
symmetric asymptotically-flat spacetimes, the natural first 
choice of where to look for these vacuum analogs is in cylin­
drically symmetric spacetimes. This paper gives a simple 
class of cylindrically symmetric vacuum naked-singularity 
solutions. It is in several respects analogous to one of the 
spherically symmetric classes; perhaps the largest difference 

is that in spherical symmetry, avoiding the formation of a 
horizon is a major problem in the construction of naked sin­
gularities, whereas in cylindrical symmetry there is no possi­
bility of a horizon forming. 5 

Cylindrically symmetric spacetimes are, of course, ex­
tremely unrealistic physically. Our point, however, is simply 
that in the simplest case where the formation of naked singu­
larities in vacuum is not clearly prohibited, it is allowed. 
That is, roughly speaking, as soon as one gives the field equa­
tions enough freedom so that gravitational radiation may be 
present, that radiation is capable of creating naked singulari­
ties. 

The spherically symmetric spacetimes,2 to which our 
cylindrically symmetric spacetimes are somewhat analo­
gous, may be described as follows: at the center of a collaps­
ing, radiating star, the density becomes infinite as time T ---+0. 
The radiation rate throughout the star is large enough so 
that the mass function m(R, T) remains less than R /2 every­
where. No horizon forms, then, and the singularity at 
(R,T) = (0,0) is timelike. This singularity, whose mass is 
zero, may begin to emit photons, in which case it becomes a 
negative-mass singularity. 

Our cylindrically symmetric vacuum spacetimes 
(which are given in Einstein-Rosen coordinates [r,t]) may be 
described rather similarly: on the symmetry axis of a collaps­
ing system of gravitational radiation, curvature invariants 
become infinite as t---+O. The (timelike) singularity which 
thus forms at (r,t ) = (0,0) may begin to emit gravitational 
radiation, at such a rate that the singularity becomes "nega­
tive-mass-like" -i.e., repUlsive. (, 

Section II discusses the construction of the solutions. 
Section IIA is a brief discussion of the field equations and 
their solution in the Einstein-Rosen metric; the solution in­
volves two arbitrary functions. Section lIB specifies a class 
of choices of these two functions, which produces spacetimes 
with the following properties: 

(i) r = 0, t;;;.O is singular in all but one case, which is 
singular at r = 0, t = O. In all cases, as (r,t )_(0,0) from any 
direction in the past of (0,0), curvature invariants become 
infinite; 

(ii) at all nonsingular points the metric is Coo, except on 
the two null hypersurfaces r ± t = 0, on which it is C 2. (That 
the metric is not C·' on any of the t = constant < 0 space­
slices is of some significance: if it were, then theorems on 
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global behavior of solutions to the wave equation 7 would 
imply the existence of a nonsingular future for that slice. By 
contrast, the solutions given here do not allow a nonsingular 
future for such a slice.) 

Section II B also discusses a certain function of time, 
m(t), whose sign determines whether the singularity, at a 
given time, is attractive or repulsive. As the sign of m(t ) may 
vary with time, the singularity may be alternately attractive 
and repulsive. 

II. CONSTRUCTION OF THE SOLUTIONS 
A. The Einstein-Rosen metric 

We assume here the Einstein-Rosen form of the metric 
in cylindrical symmetry: 

ds2 = _ e21Y - I/1)(dt 2 _ dr) + e21/! dz2 + re - 21/1 dO 2, (1) 

where t/J and r are functions of rand t. The magnitudes of the 
two Killing vector fields are 1 ~z 1 = el/! and 1 ~e 1 = re - I/! 

= 1/27T (circumference of the cylinder [r,t] = const); note 
that r is the product of 1 ~z 1 and 1 ~Ii I· The function r specifies 
Thorne's energy-like "C-energy scalar". ~ At present, none of 
the functions which have been defined in cylindrically sym­
metric spacetimes appears to be a fully satisfactory analog to 
the mass function which occurs in spherically symmetric 
space times. 

The field equations in vacuum are 

(2a) 

(2b) 

and 

(2c) 

The solution to the linear equation (2a) is the sum of an 
ingoing wave solution, an outgoing wave solution, and a stat­
ic solution. The static solutions to Eqs. (2a)-(2c)-i.e., the 
Levi-Civita solutions-are described in detail by Thome 8

; 

they are given by t/J = - 2k In(rlro) and r = 4k 21n(rlro), 
where k and ro are constants. We will assume that there is no 
Levi-Civita component to the solution, as we are interested 
only in solutions which are nonsingular at early times. 

Thus, we consider only the time-dependent solution to 
(2a), the sum of outgoing and ingoing waves, 

t/J(r,t) = t/Jout + t/Jin . (3) 

While basically t/Jout and t/Jin are integrals over the z-axis, we 
will here write these integrals in the common forms 

JI-r f('Tf)d'Tf 
t/Jout (r,t) = [ 2 r 1/2 

- 00 (t - 'Tf) - j 
(4) 

and 

t/Jin (r,t) = (00 glfJ) d/3. (5) 
Jt+r[(/3-tf-rjl12 

The functionsf(t ) andg(t )-called the "source function" and 
"sink function", respectively-are arbitrary functions of t, 
subject only to whatever boundary conditions or differentia­
bility requirements may be present, and to the requirement 
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(easily met) thatfandg approach zero fast enough, as 
t--+ - rxJ and t--+ rxJ, respectively, that the distant (i.e., z--+ 00 ) 

contributions to the fields are finite. One would normally 
assume thatfis negative-definite and g positive-definite; we 
will make these assumptions, and also assume that f and g 
are bounded for all t and smooth for all t #0. 

Special cases of the integrals (4) and (5) which will be of 
interest here are those which occur whenfandg, respective­
ly, are identically zero for t < O. Whenfis zero for t < 0, the 
lower limit of integration in (4) may be taken to be zero, and 
the integral is identically zero if u-==t - r < 0. When g is zero 
for t < 0, then if v=t + r < 0, the lower limit of integration in 
(5) may be taken to be zero; that the integral (5) is not identi­
cally zero under these circumstances is the time-reverse of 
the well-known phenomenon that an outgoing cylindrical 
wave has a "tail." Here, we will refer to this time-reverse as 
the "nose" of the ingoing wave. 

Alternate representations of t/Jout and t/Jin' useful for cal· 
culating the derivatives of t/J with respect to rand t, are 

t/Jout(r,t) = ioof(t-rcOSh;)d; 

and 

t/Jin (r,t) = i oo 
g(t + r cosh;) d;. 

(6) 

(7) 

In general, t/J(r,t ) and its derivatives will not be well­
behaved at all (r,t ), and the resulting spacetimes have singu­
larities as well as nonsingular hypersurfaces on which some 
derivatives of the metric are discontinuous. Clearly, howev· 
er, the arbitrariness in the choice off and g gives one much 
control over the differentiability (as well as other properties) 
of constructed solutions. 

B. The choice of the source and sink functions 

Here, we are interested in choosing the source and sink 
functionsf(t) and g(t ) so that the resulting spacetime-a su­
perposition of ingoing and outgoing gravitational waves­
allows the following description: 

For sufficiently early t-say, for t < O--the space-slices 
t = constant are nonsingular. However, gravitational radi­
ation which is present on those slices is collapsing towards 
the symmetry axis r = 0 in such a way that the axis is becom­
ing singular as t--+O. The singularity which forms at t = 0 
may (unpredictably) emit radiation as the ingoing radiation 
continues its collapse, and the net effect, when both collaps­
ing and emitted radiation are considered, may be that the 
singularity is repulsive. 

To allow the preceding rough interpretation, the space· 
time should meet the following conditions: 

(1) On the symmetry axis, invariant measures of curva 
ture become infinite as t--+O, and the axis is singular for 
t;;;.O; 
(2) At all points other than r = 0, t;;;.O, the metric is 
suitably differentiable; in particular we will ask that it is' 
C 2; and (optionally) 

(3) For t> 0, the singularity is repulsive. 

In order that the second condition be satisfied,f and g 
must be chosen so that the integrals for t/Jout and t/Jin and their 
first and second derivatives are continuous functions except 
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at r = 0, t;;;'O. It follows from Eqs. (2b) and (2c) that the y(r,t) 
then determined (up to a constant) by tP = tPout + tPin will be 
as well-behaved as tP. 

To satisfy conditions (1) and (2), we now impose the 
following constraints on/(t) and g(t ): 

(i)/(t) andg(t) are both identically zero for t < 0 (i.e., the 
axis r = 0, in both its "source" and its "sink" capacity, is 
inactive prior to t = 0). 

(ii) As t~O+, the function g(t) is proportional to t v, 

where v is any number in the range 3/2 < v < 2, and the func­
tion/(t) is proportional to t ", where,u is any number larger 
than 3/2. 

The constraints (i) and (ii) produce the following effects 
on the spacetime, which is divided now into two regions, 
u < 0 and u > 0, which are separated by the wavefront u = 0 
of the outgoing radiation. (See Fig. 1.) 

In the region u < 0, tPout ==0, so that the geometry at a 
point is determined (up to the additive constant in y) by g(t). 
Equation (3) for tP(r,t) reduces to Eq. (5) for tPin: 

tP(r,t) = tPin (r,t) = (u < 0). (8) f'" g([J) d(J 

t+r[([J - t)2 - r]'12 

There is a further simplification of tP(r,t) when v,;;;;O: 

tP(r,t) = (00 g([J) d(J (v.;;;;O). (9) 
Jo [([J - t f - r] 112 

The field tP(r,t) described by Eq. (9)-the nose of the ingoing 
cylindrical wave---clearly reduces to a smooth function of 
time on the axis r = O. More generally, it follows from Eq. (9) 
and the constraints on g that at any point in the region v < 0, 
tP and all of its derivatives are continuous functions. Howev­
er, as (r,t )-(0,0) from within this region (e.g., from along the 
line r = 0, t < 0), J 2tP/Jt 2 and J 2tP/Jr become infinite, so 
that curvature invariants (Ra{3y/jR a{3yo, for instance) become 
infinite; the condition that these quantities become infinite is 
the inequality v < 2. The divergence of J 2tP/Jt 2 andJ 2tP/Jr 

is due to nearby (i.e., z-O) rather than distant contributions 
to the relevant integrals, and in this sense, the singularity at 
(r,t) = (0,0) is caused "locally" rather than by the infinite 
extent of the symmetry axis. 

Examination of the derivatives of tPin shows that tPin is 
C 2 on v = 0 (except at r = 0); for all v> 0 (but r#O) tPjn is 
again Coo; the condition that tPin be at least C 2 on v = 0 is the 
inequality 3/2 < v. 

In the region u;;;,O, both outgoing and in going waves are 
present; tP(r,t) is then 

r-r /(7])d7] 
tP(r,t) = Jo [(t-7])2_ r ]'12 

+ f'" g(j3) d(J (u;;;,O). 
t+ r[([J - t)2 - r]'12 

(10) 

When u > 0, tPout is C '" for r#O. As u~O+, tPout and its first 
and second derivatives-functions which are all identically 
zero for u < O--all approach zero. Thus tPout is C 2 on u = 0 
(except at r = OJ; the condition that tPout be at least C 2 is the 
inequality 3/2 <,u. 

The locus r = 0, t;;;,O is a timelike singularity of the spa­
cetime: tPout and tPin become infinite-again, for "local" rea­
sons-as one approaches this locus. Near the singularity,9 
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tPout (r,t )::::: - /(t )lnr and tPjn (r,t )::::: - g(t ) lnr. As r~O, then, 
tP(r,t) is given approximately by 

tP::::: - [f(t} + g(t )]lnr (r~O, t;;;'O). (11) 
(We note that, if/(t) + g(t ) passes through Oat adiscretevalue 
of t, then r = 0 will still be singular at that t, because of the 
derivatives of/andg. The special case/(t) + g(t )=='O will be 
discussed separately below.] The corresponding approxima­
tion for y(r,t ) is 

y::::: [f(t) + g(t )flnr (r~O,t;;;'O), 

so that 

(r....-+O, t;;;,O). 

( 12) 

(13) 

Thus it is the sum of the source and sink functions 
/(t) + g(t) which determines the behavior of the metric near 
r = O. In particular, in the three cases 0 </ + g, 
- 1 </ + g < 0, and/ + g < - 1, the geometry as r_O on 

the space-slice t = constant is that of a Levi-Civita solution 
in which 2k > 0, - 1< 2k <0, or 2k < - 1, respectively. 
For instance, if/ + g> 0, then Isz I~oo and Ise 1_0 as r-+O; 
if - 1 </ + g < 0, then Isz 1-+0 and ISo I~O as r-O; and if 
/ + g < - 1, then Isz 1-0 and Iso 1-00 as r-O. As t varies, 
then, the geometry near r = 0 may undergo enormous fluc­
tuations. 

The wide choice ofboth/andg which one has in writing 
down Einstein-Rosen solutions does not, of course, carry 
over to the construction of physical systems (even ignoring 
the difficulties in setting up a physical system with cylindri­
cal symmetry); while one might construct a system whose 
initial data-say, on a t = constant < 0 slice-are those de­
termined by one of the sink functionsg(t) specified above, the 
source function/(t ) would not be predictable. In that sense, 
then, no particular source function corresponds to a given 
sink function. Nonetheless, one may single out as being of 
particular interestthe source function/(t )= - g(t), which-

u > 0 

ingoing and outgoing 
waves present ~U::O 

outgoing wovefront 

u<o 
ingoing wave present 

v< 0 

nose of ingoing 
wave present 

-r=O 

-v=O 

FIG. 1. A cylindrically symmetric vacuum spacetime which is nonsingular 
for t < 0 and singular at r = 0 for 1;;.0. 
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to the extent possible--cancels the effects of the sink func­
tion at r = O. Whenf(t) + g(t )==0, r = 0 will be singular only 
for t = 0 rather than for all t;#O. [And if the constraint (ii) is 
relaxed-in particular, if the number v is taken to be large 
enough so that the metric is C 3 for t < (}-then a nowhere 
singular spacetime will result if/(t)=== - g(t ).] 

A second source function of some interest is the one 
fIt )===0, which results in a spacetime consisting solely of in go­
ing radiation. That a singularity forms at r = 0 in this case 
(regardless of how slowly the sink function turns on at t = 0), 
shows that jngoing gravitational waves do not, by them­
selves, "bounce" or "pass through themselves" when they 
arrive at the symmetry axis. 

We summarize now the differentiability of solutions to 
the field equations which are subject to the constraints (i) and 
(ii): they are singular at r = ° when t;#O (with the above men­
tioned exception, which is singular only for t = 0), C 2 on 
u = 0 (r#O) and on v = ° (r#O), and C 00 at all other points. 

Having satisfied conditions (I) and (2), we turn to condi­
tion (3). RepUlsiveness of the singularity is achieved by the 
imposition onf and g of one more constraint, which follows 
immediately from seeing that the singularity is repulsive or 
attractive, as the sign of the function 

mit )=lim J.. a(y - !{I) = ..!...[(f + g) + (f + g)2J (14) 
r·-.() 2 Jlnr 2 

is negative or positive, respectively. [The definition of m(t) 
includes the case that there is a static component of the field; 
when this component is present, m(t) = WI + 4k)(f + g) 
+ (f + g)2 + 4k 2 + 2k], where k is the Levi-Civita con­

stant.] We note that m(t) is confined to the range 

-A<m(t)<ao, (IS) 

and that it changes sign whenf + g passes through 0 or - 1. 
[If k #0, the inequality (15) still holds, but m(t) changes sign 
whenf + g + 2k passes through ° or - 1.) 

To see that the sign of m determines the repulsive or 
attractive character of the singularity, it suffices to look at 
the r-component of the geodesic equations. This equation is 

d 2r ..!. a (I/J - y) [(dr)2 + (dt)2] + 2a(I/J - r) dr dt 
ds2 r a lnr ds ds at ds ds 

+e4t/!-2Y r-2(..!... _ aI/J)p~ +e-2yaI/J P;, (16) 
r ar ar 

wherePe=,ze- 2t/! de /dsandPz =e2t/! dz/ds are the two con­
served momenta. Also conserved along the geodesic is u{3ufl 

= - I, where u is the tangent vector; thus 

e
2lr

- "'If e;Y -(::Y] + e - 2u'P; + e2t/!r-2p~ = - 1. (17) 

We will assume that Pe and Pz are zero, and later point out 
that the conclusions are unaffected by this assumption. 

We are interested in the behavior of time like geodesics 
only near the singularity r = 0. As r-0, the first term on the 
right-hand side ofEq. (16) is - 2(m/r)[(dr/dsj2 + (dt /dsn 
or equivalently, because of Eq. (17), 
- 2(m/r)[2(dr/ds)2 + r - 4m). The second term is negligible 
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compared to the first, and we ignore it. As r-..O, then, the 
equation for radial timelike geodesics may be written 

d 2: = _ 2 mIt) ((dr)2 + (dt)2] (r-->-O), (18) 
ds- r ds ds 

or alternatively, 

d
2
r = _ 2m(t)[2(dr)2 + r-4mlll]. 

ds2 r ds 
(19) 

Equation (18) or (19) describes radial timelike geodesics near 
r = O~ It is convenient to rewrite Eq. (19), by defining 
v=dr/ds, so that the left-hand side of the equation is 
dv/ds = (dv/dr)v = !d (v2)1dr, and the equation becomes 

d(v
2

) = -8m(t)v2r-I-4m(t)r-II+4m(I)). (20) 
dr 

Suppose that m(t) > 0. Thend (v2)1dris negative. Thus if 
r is initially decreasing along a radial timelike geodesic suffi­
ciently near r = 0, the geodesic will reach r = 0. That is, the 
singularity is attractive when m(t) > O. 

Now suppose that m(t) < 0. Then d (v2)1dr is positive. 
Suppose that there is a timelike geodesic G which reaches the 
singularity at the time to: G goes from r = € (say) to r = 0. Let 
Mbe the largest and M - 8 the smallest value of m(t ) along G 
(including, if necessary, m[to]). Thus, - A<M - 8 <M <0. 
(We assume 8 > 0, and will comment below on the special 
case 8 = 0.) Note that, given G, we can pick new values of E 

which make 8 arbitrarily small. 
At each point along G, d (v2)1dr obeys 

d(v
2

) I 8M 2 -14M -(I +4M-41» -- >- vr - r . 
dr G 

The geodesic G-which we now picture as a curve i~ the 
(r, v2)-plane--can be compared in that plane to the lUtegra 
curves of the differential equation 

d Iv2
) _ 8M 2 - I _ 4M - (I + 4M - 40l -- - - vr r . 

dr 
(22 

Equation (22) describes v2(r) along curves closely related to 
G, but which at each point (r,v2) crossed by G have a smaller 
slope than G. 

The solution of Eg. (22) is 

v2(r)=Kr-SM_ [M/(8+M)]r- 4M +41>, (23: 

where K is a positive constant. Ifwe take € so that 8 ;::::0, then 
a good approximation to Eq. (23) is 

v2(r) ::::;Kr - 8M _ r - 4M. (24 

From either (23) or (24) one sees that, along the integral 
curves of the differential equation (22), v2 reaches zero at a 
value of r which is greater than zero. That is, the integral 
curves of (22) do not reach r = O. [And in the special case 
{j = 0, in which Eq. (22) is the geodesic equation, (23) is the 
solution to the geodesic equation, which shows that there i~ 
no such geodesic as G.} 

Now consider any of these integral curves which inter­
sects G; call it C. From (21), the intersection point (ro,v6) is 
unique, and the slope of G at this point is greater than the 
slope of C. Thus for all values of v2 1ess than v~, r is greater on 
G than on C. Since the smallest value of ron C is greater than 
zero, then, the smallest value of ron G must also be greater 
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than zero. This contradicts the definition of G. Thus, G does 
not exist. That is, there are no radial timelike geodesics 
which reach the singularity when m(t) < O. And it is straight­
forward to show from Eq. (16) that nonzero values of Po or 
Pz generate positive contributions to d (u 2

)/ dr, so that nonra­
dial timelike geodesics are also incapable of reaching the sin­
gularity when m(t) < O. No timelike geodesics reach the sin­
gularity, then, when m(t) < O. That is, the singularity is 
repulsive when m(t) < O. 

As noted earlier, m(t) changes sign when/(t) + g(t ) 
passes through either 0 or - 1: m(t ) is positive when either 
1+ g> 0 orl + g < - 1, and it is negative when 
- 1 <1+ g < O. The constraint onl and g which produces a 

repulsive singularity, then, which may be added to the list (i) 
and (ii), is 

(iii) - 1 <1ft) +g(t)<O. 

It should be noted that there are many pairs offunctions/(t) 
and g(t 1 which satisfy the constraints (i)-(iii). 

The static, Newtonian limit ofEq. (18) (in which the 
only surviving component of m[t ] is 2k 2 + k ) is the equation 
for radial motion in the gravitational field of a line source of 
mass (per unit length) m. This formal analog, together with 
the information carried by m(t ), suggests that m(t ) might be 
called the mass (per unit length) of the singularity at time t. 
Regardless of whether this designation is appropriate, the 
inequality (15) shows a rather striking phenomenon [due to 
the nonlinearity of Eq. (2c)] in Einstein-Rosen spacetimes, 
that there is a limit to how repulsive a singularity can be. In 
particular, as a source function decreases from zero, it pro­
duces first a "negative-mass-like" singularity, but eventual­
ly, if it decreases sufficiently, a "positive-mass-like" 
singularity. 

III. CONCLUDING COMMENTS 
If there is to eventually be a precise formulation and 

proof of a hypothesis to the effect that naked singularities do 
not form in physically realistic circumstances, then counter­
examples to the current precise version (s) of the cosmic cen­
sorship hypothesis are all, in some sense or another, phys­
ically unrealistic. That sense is abundantly clear, for those 
cases which are cylindrically symmetric, or which for any 
other reason cannot be thought of as representing an essen­
tially bounded physical system. For cases which pass the 
most rudimentary physical reality test, asymptotic flatness, 
Penrose mentions two more or less distinct reasons why the 
formation of the naked singularity may be unstable I: it may 
depend critically on the equation of state of th~ ~~tter pr~­
sent, or it may require a carefully chosen set of InitIal condi­
tions. 

Although the cylindrically symmetric counterexam­
ples given in Sec. II are not even asymptotically flat, there is 
no apparent reason why cylindrically symmetric vacuum­
the simplest vacuum is which naked singularities can form­
should also be the only vacuum in which they can form. 
Rather, it would seem more likely that, in other spacetimes 
which are sufficiently asymmetric that gravitational radi­
ation is allowed (and hence can playa significant role in the 
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dynamics of spacetime) there are further examples of naked 
singularities forming in vacuum. 

Thus, we take the cylindrically symmetric vacuum na­
ked-singularity solutions as an indication that there are oth­
er classes of naked singularities (quite possibly in asymptoti­
cally flat spacetimes) which form in vacuum; viewed 
somewhat more generally, the indication is that there are 
classes which form in a manner which is insensitive to the 
properties of the ambient matter. Presumably, then, these 
(hypothetical) classes are unstable to perturbations of initial 
conditions: to departures from symmetry. Even so, as gravi­
tational radiation is a phenomenon associated expressly with 
a lack of symmetry, it does not seem altogether certain that 
such departures will necessarily prevent a naked singularity 
from forming; just as vacuum naked singularities can first 
occur when a modest asymmetry is allowed into spacetime, 
perhaps it is generally so that their occurrence becomes in­
creasingly common as spacetime becomes increasingly 
asymmetric. 
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Classes of explicit special solutions to the scalar wave equation on black hole spacetime 
geometries are given. Some analogous solutions also exist for fields of spin one or two. The spin­
zero radial equation on the Reissner-Nordstrom geometry with m = e and on the Kerr geometry 
with m = a is shown to be related to the Whittaker-Hill equation. 
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I. INTRODUCTION 

In this paper we study the radial differential equations 
which govern fields on the Reissner-Nordstrom (RNG), 
Kerr, and Schwarzschild (SG) black hole background geom­
etries. The metrics of these geometries are given by 

ds2 = (1 - 2mlr + e2lr)dt 2 

- (1 - 2mlr + e2Ir)-ldr - rdfl 2 (1) 

for RNG in the usual exterior coordinates, by 

ds2 = (1 - 2mr/~ )dt 2 

+ (4 mar sinle I~)dtd¢ - (~/.:1 )dr - ~de 2 

- sin2e (r + a2 + 2ma2r sin2e I ~)d¢ 2 (2) 

for Kerr in Boyer-Lindquist coordinates where 
.:1 =r - 2mr + a2 and ~ r + a2 cos2e, and by e = a = 0 
for SG. The parameters m, e, and a are, respectively, the 
mass, charge, and angular momentum of the black hole. We 
will call real values of these parameters satisfying m >e>O, 
m>a>O, m >0, physical values. 

We denote the special RNG satisfying m = e by CMG. 
The only Kerr geometry which we consider is the special one 
with m = a, we denote it by AMG. 

Our purpose is to present some special explicit solutions 
and to show that the equations on CMG and AMG can be 
easily related to a standard equation of mathematical phys­
ics. The details of our analysis are presented for the massless 
scalar (spin s = 0) field (governed by the covariant scalar 
wave equation 0 tp = 0), but we give some examples for mas­
sive fields and for higher spin fields and indicate that the 
results may be extendable to these cases. In all cases the field 
may be obtained from a single scalar function, I tp, and in all 
cases tp is separable,2 tp = eiwtt/!(r)S (e )eim

'¢. For spin 0, tp is 
the field itself. 

These fields are directly related to interesting problems 
in the physics of black holes. They reveal the nature of the 
scattering of radiation which propagates in the gravitational 
field produced by a black hole; the spin 0 field's reflection 
coefficient, R (eu), for incident radiation determines the spec­
tral distribution of the Hawking emission3

; the fields are in­
volved in the question of the stability of black hole space­
times. 

Except in the special case4 m = a, eu = 2am'/(1 + y2), 

"'Research supported in part by the Natural Sciences and Engineering Re· 
search Council of Canada. 

workers have not been ables.6 to relate the ordinary differen­
tial equations which arise to the standard equations of math­
ematical physics and so desired information is not easily ob­
tained. Persides7 has obtained Frobenius series in r for the 
spin 0 field on a 5chwarzschild geometry. His recursion rela­
tions are five-term, but he manages to prove convergence, 
obtain extensions, and relate various solutions with different 
asymptotic behavior. Most other authors use various analyt­
ic approximationsK or computer calculations9 to obtain 
quantities of interest such as R (eu). However, Hartle and Wil­
kins 10 use an integral equation and iteration to establish the 
analyticity properties of R (eu) and thereby prove (up to ques­
tions of completeness II) the stability of the Kerr geometry to 
perturbations having spin 0, !, 1, and 2. 

In this paper we show that the s = 0 radial equations on 
CMG and AMG (with m' = 0 in the AMG case) can be relat­
ed to the well-known Whittaker-Hill equation. This equa­
tion occurs often in physical problems and has been studied 
in the past; it occurs, for example, when the flat space wave 
equation is separated in a paraboloidal coordinate system. 12 

By using known properties of the Whittaker-Hill equa­
tion and generalizations thereof in the cases ofRNG and SG, 
we obtain several classes of solutions in closed form in terms 
of elementary functions. Some solutions have nonphysical 
values of the black hole parameters and for other solutions 
S (e) has singularities, e.g. a half-line singularity. The angular 
singularities occur because the separation constant I is com­
plex. When the parameter values are physical and S (e) is 
nonsingular (case ofRNG) the asymptotic behavior of the 
solutions is investigated. It is found that all solutions blow up 
on at least one of the null infinities or horizons. This behav­
ior occurs partly because eu has complex values. 

For as = 0 field on CMG or AMG the connection with 
the Whittaker-Hill equation yields convergent infinite series 
solutions (with three-term recursion relations) which are 
available in the literature. 13.14 

It is often advantageous to study differential equations 
with respect to all complex values of their parameters, as 
potential scattering theory shows. IS The solutions presented 
here, with their complex eu and sometimes complex I, may be 
useful in studies of fields around black holes, especially stud­
ies which employ a potential scattering approach. A special 
case of the solutions found here are the well-known static 
(eu = 0) fields and they have been, of course, important 16 
though they are singular on the horizon. 

1457 J. Math. Phys. 22 (7), July 1981 0022·2488/81/071457 ·06$1.00 © 1981 American Institute of Physics 1457 



                                                                                                                                    

II. THE WHITTAKER-HILL EQUATION 

We present in this section the aspects of the Whittaker­
Hill equation which are used or generalized in later sections. 
The material may be found in the book by Arscott. 14 

The equation 

d "t/;/dx 2 + At/; = 0 (3) 

is Hill's equation if A is a periodic function 17 of x. The Whit­
taker-HilI equation is the special case 

d "t/;/dx2 + (80 + 28 1 cos2x + 282 cos4x)t/; = 0, (4) 

where 80 ,81,82 are real constants. When 82 = 0, (4) is the 
Mathieu equation. 

A related important equation due to Ince results from 
the transformation 

t/; = Ve- (1/4)Sco,2X. (5) 

Ince's equation is 

d 2 V /dx 2 + 5 sin2x (dV /dx) + (A - PS cos2x)V = O. (6) 

The new parameters 5, P, and A, introduced for convenience, 

I 

(n + 1)5, 

4.1 2
, 

(n - 1)5", 

(n + 2)5, 
4.22, 

(n - 2)5, 

(n + 3)5, 
4.3 2

, 

(n - 3)5, 

are defined by 

52 = 168, -, 
(p + 1)5 = - 28 I 

A = 80 + 282 , 

, 
(7a) 

(7b) 

(7c) 

Now if certain relations hold among 80 , 8 I' and 82 , then 
(6) has solutions which arejinite series of sines or cosines 
whereas (4) does not possess such solutions. IK For example, 
(6) has the obvious solution V = 1 for p = A = O. 

The finite series solutions exist if 82 > 0 and are the fol­
lowing four types. 

Type (i): The series 

V = t a, cos2kx 
k~O 

(8) 

is a solution to (6) ifp = 2n, n = nonnegative integer, and the 
column vector a = (ao,a I,''',all fof coefficients is determined 
(up to an overall factor) by 

La = Aa, (9) 

where L is the n + 1 by n + 1 tridiagonal matrix whose three 
diagonals are given by 

(10) 

The main diagonal is the middle row of (10), the adjacent diagonals are the other two rows. All elements of L not on one of 
these diagonals are zero. 

The matrix L is similar to a real, symmetric (Jacobi) matrix and has (n + 1) real, distinct, eigenvalues A. Hence there are 
(n + 1) conditions on 80 + 282 each of which gives a finite series solution (8). The condition can always be satisfied since we 
may consider 82 to be given, 8 1 to be defined by (7a) and (7bl, and 80 to be defined by (7c). 

After any particular eigenvalue A is found, all the coefficients ak may be very easily generated recursively from (9) starting 
at the last equation with an = 1. Then each successive equation gives a single ak in terms of known quantities. 

1458 

Similarly we have for Type (iil, 

" V= 2: a, cos(2k + Ijx, 
1..=0 

p = 2n + 1, 

For Type (iii), 

" 

(n +2)5, 
32 

(n - 1)5, 

V = 2: a, sin2kx, 
,-I 

p = 2n, 

(n + 2)5, 
4.22

, 

(n - 2)5, 

L =( 4.1
2

, 

(n - 1)5, 

For Type (iv), 

(n - 2)5, (n - 3)5, 

" V = 2: ak sin(2k + 1 lx, 
k~O 

p = 2n + 1, 

J. Math. Phys., Vol. 22, No.7, July 1981 

(2n + 1)5) 
(2n + 1)2 
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(11 ) 

(12) 

(13) 

(14) 

( 15) 
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L = (1 - (n~ 1)5", 
n5, 

(n + 2)5, 
y, 

(n - 1)5, 

(n + 3)5, 
52, 

(n - 2)5, 

In all these letter cases A is anyone of the eigenvalues of L (all 
real and distinct) and a is determined by La = Aa. 

We shall see in Sec. III that each of these finite series 
wiII provide an explicit solution to the s = 0 wave equation 
on CMG and on AMG. 

There are also convergent infinite trigonometric series 
solutions to (6) when 82 > O. They are discussed by Arscott l4 

along with a method for dealing with the three-term recur­
sion relation of the series. 

If 82 < 0 the results are different but in that case periodic 
solutions to (4) have been found 13 in terms of convergent 
infinite series solutions to Ince's equation with pure imagi­
nary 5. 

The modified Whittaker-Hill equation is defined by (4) 
with the cosines occurring there replaced by hyperbolic co­
sines. It is clear that the modified equation has finite series 
solutions for V' [V' defined by the hyperbolic version of(5)] 
obtained merely by the replacements x--?ix and 
(8o,8 1,8z)---> - (80,8 1,82), 

In order to help us make an analogy to (4) in Sec. IV, 
note that the coefficient of I/; in (4) is a fourth-degree polyno­
mial in cosx and the finite series expressions for V could all 
be written as polynomials in cosx times 1 or sinx. 

III. REISSNER-NORDSTROM WITH m = e AND KERR 
WITHm=a 

In this section we apply the results of Sec. II to CMG 
andAMG. 

A.CMG 

The transformation 

r = m(1 - l/x') 

gives the following radial equation for the s = 0 field 

( 17) 

d zl/;ldx'2 + m2Q)2(I - l/x')41/; - (L IX'2)1/; = 0, (IS) 

where L = I (l + 1) is a separation constant, - 00 < x' < 0 in 
the exterior, and 1 < x' < 00 in the interior. 

The further change of variables x' = _ e2z, 

I/; = lx' 1I/2rjJ in the exterior shows that rjJ satisfies the modi­
fied Whittaker-Hill equation. Then the formal change 
z = ix gives 

d 2rjJ Idx2 
- 14m2Q)2[S cos2x + 2 cos4x] 

+ 24m2Q)2_(21 + I)2]¢=0. (19) 

Thus solutions to (IS) may be obtained from those to (4) via 
(19) and the transformations. [It does not matter that x 
should be considered pure imaginary in (19).] 

Comparison of(I9) with (4) and use of(7) gives 

m2Q)2= -(p+ If/I6, 

5 = - 2(p + I) , 
A = (21 + 1 f + 2( P + If 

(20a) 

(20b) 
(20c) 

Each of the solutions given in Sec. II thus generates via (20) a 
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(2n + 1)5) 
(2n ~ If . ( 16) 

value for m 2Q)2, a value for (21 + 1)2, and a solution to (IS) 
given by 

I/; = (ix'I) 1/2e- (1/4)(p+ l)lx' + I/x'IV, (21) 

where Vis a polynomial in x' and l/x' [times ([xii) 1/2 for 
types (ii) and (iv)]. To illustrate we give the results for type (i), 
n = L We find 

,1,= 2±2y37, 

L =!A - IS, (22) 

m2Q)2 = -~, 

and 

(23) 

For all types, since p is real we are restricted to pure 
imaginary values of mQ), and I can only possibly by a nonneg­
ative integer if A is an integer and if A> I + 2(p + 1)2, For 
types (ii), (iii), and (iv), it can be shown that, for each n, the 
eigenvalues are all bounded below I + 2( P + I f, so I is not 
real and the angular functions S (8 ) are singular. For type (i) it 
can be shown that, for each n, at most one eigenvalue is 
greater than or equal to 1 + 2( P + 1 )2; a computer search 
shows that no such eigenvalues exist for n.;;30. 

The infinite series, applicable when 82 > 0, mentioned in 
Sec, II will provide additional solutions to (IS) with 
m 2 Q)2 < 0; if we require mQ) to be real the relevant series is 
that for 82 < O. It would be of interest to determine whether 
these solutions are of value in investigating the physics of 
fields around black holes. We do not pursue this question 
here, 

B.AMG 

In terms of x' the radial equation for an axially symmet­
ric s = 0 field on AMG is 

d 21/;1dx'2 + m2Q)2(4 - Six' + 71x'1 

- 41x'3 + l/x'4)1/; - (L IX'2)1/; = 0, (24) 

It is easy to see that the transformation x' = ee2z
, 

t/! = (lx'i)1/2¢, Z = ix will convert d 21/;1dx'2 + At/! = 0, 
A = do + d .Ix' + ." + d4Ix'4, into (4) if e is chosen to satisfy 
e2 = d31dl and if d41do = e4. Equation (24) meets this re­
quirement if we take e = - y2/2, We thus obtain 

d 2¢ Idx2 + 1(21 + If - 2Sm2Q)2 

- 32(y2)m2Q)2 cos2x - 16m1Q)2 cos4xlrjJ = 0, (25) 

Comparison of (25) with (4) and use of (7) gives 

m 2Q)2 = - (p + 1)2/16, (26a) 

5 = - 2(y2)(p + 1), (26b) 

,1,=(21 + 1)2 + -\t(p + W. (26c) 

Then via (26) each solution of Sec. II generates values for 
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mlw~ and (21 + Wand a solution to (24) given by 

1/; = ~ Ix'i e 1112l{p + Illx' ,1/lx·lV. (27) 

The values of mw are again pure imaginary. Real values 
of I exist because there are eigenvalues ,i greater than or 
equal to 1 + 1f( P + 1)2 but these do not occur for small val­
ues of n; for types (i), (ii), (iii), and (iv) such eigenvalues exist 
only for n greater than 10, 29, 30, and 9, respectively. For 
n<32 it has been found that none of the real I values are 
positive integers. 

Remarks similar to those in Sec. III. A concerning infi­
nite series solutions apply to the AMG case. 

IV. REISSNER-NORDSTROM AND SCHWARZSCHILD 
GEOMETRIES 

A. Solutions on the Reissner-Nordstr()m geometry 

It is possible to construct solutions to the radial equa­
tion of as = 0 field on RNG and SG by considering the 
following analogue '7 of the Whittaker-Hill equation in 
which cosx is replaced by ctnhx 

d 2tPJdx2 + (Ao + A I Y + A2y2 + AJ y3 + A4y4)1/; 

=0, (28) 

wherey= ctnhx, AO,···,A4 are constants and A4o;t:O. This 
equation has an analogous treatment to that of (4) because it 
can be shown that if 

(29) 

and if certain conditions on the coefficients of A are satisfied, 
there are polynomials, 

V= i, hk yk, 
k~O 

which yield solutions to (28). 

(30) 

The equations on RNG and SG can be put into the form 
(28) but the conditions on A implied by (29) and (30) are not 
obeyed by these geometries. 

An ansatz which is applicable to RNG and SG is to use, 
instead of (29), the generalization 

1/; = e'U(sinhxj"'el'YV, 

A4 = - y~, 

(31) 

(32) 

where a and p are two new parameters to be determined 
along with the coefficients of V in (30). The eq uation for V is 

d 2V Idx2 + 2(a + y +py - yy2)dV Idx +AV= 0, (33) 

where 

A =A + (a + y)2+p + 2(ap + yp- y)y 

+ (/32 - P - 2ay - 2y2)y2 

+ 2y( I - P) y' + y2 y4. (34) 

Note that ify is tanhx in (28) through (31) and (sinhx)fl in 
(31) is replaced by (coshx)(3 then (33) and (34) are again 
obtained. 

There are some redundancies built into (28), (30), and 
(31). A solution tP characterized by (aj3,y,n) is equivalent 
(equal, aside from a nonzero constant factor) to one charac­
terized by (a - q,p + q,y,n + q) for every nonnegative inte­
ger q. As we shall see in the case of RNG and SG, equation 
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(33) has polynomial solutions which correspond to fields ine­
quivalent for different values of n and inequivalent to those 
obtained from (29) and (30). 

We now apply (31) to RNG. In terms of the variable x 
defined by 

_ 11 Ir-m+! x- - n , 
2 r- m_ 

(35) 

£=~I - (e2Im2), m ± -===m ± me, the radial equation on 
RNG is the following special case of (28): 

d 2tPldx2 + [(m 2w2J£2)( 1 - £ y)4 + L (1 - y~)]1/J = 0, (36) 

where y= ctnhx in the exterior and we have 

r= m(I- £y). 

In the interior, m _ < r < m +, (36) holds with y= tanhx. 
In terms of r,tP given by (31) has the form 

(37) 

e - (rlm<lr 

tP = V, (38) 
Ir - m+ 1((3- al12lr _ m _I(a + (3)12 

where V is a polynomial in r of degree n, and in terms of y 
(essentially r) (33) becomes 

(y-If(y+ I)2d 2Vldy2_(y+ I)(y-I) 

x2[a+y+(j3-1)y-yy2]dVldy+AV=0. (39) 

Thus the ansatz (31) merely amounts to taking out, in addi­
tion to the exponential, the usual factors of Frobenius series 
about regular singular points of the r-differential equation 
for tP. But a difference is that in (38) the powers (j3 - a)/2 and 
(a + P )/2 are not necessarily fixed; they may depend on V, 
i.e., on n, and this, it turns out, will allow V to be a 
polynomial. 

It is clear from (39) that for 

V = i, (- I)kak(y + I)k (40) 
k~O 

the recursion relation on a will have four terms whereas the 
recursion relation on b has six terms. In accord with (40) we 
define coefficients in A by 

A =Ao-A,(y+ 1)+A2(y+ l)2-A,(y+ 1)3; (41) 

they are easily determined by (34), (37), and 

A = m2~2 (~)4 + ~ [ _ (.!...-)2 + 2.!...- + £2 ~ 11. (42) 
c m £2 m m £ 

[A is of degree three because of (32).] Because of the form of 
(38) and the fact thaty + 1 = - (r - m +l/£m we may as­
sume, without loss of generality, thataoa" #0. From (32) we 

have 

Then substitution of (40) into (39) yields 

Aoao = D:::?(a _ p)2 = (y2J£4)(I + £)4, 

(X, - 2ny)a n = D:::?P = 2yl£ + n + 1, 

4(k + l)(k + 1 + a - pjak+ I 

+ [A, + 2k (2k + a - 3P - 4y + I)]a k 

+ (AI + (k - l)(k - 2{3 - 8y)]a k - I 

+ 2y(n + 2 - k )ak _ 2 = 0, k = 0,I,2, ... ,n, 

W. E. Couch 
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[1'2 + n(n + 1 - 2/3' - 8r) Jan + 2ran _ I = 0, (44d) 

where we take as = ° if s <0 or s;;.n + l. 
We may also write V = ~;; = 0 a~ (y - 1)k and substitute 

into (39). This produces an equation similar to the left equa­
tion of (44a), in which a6 is uncoupled from the other compo­
nents of a, and gives the further information: 

(a+/3)2=(y2/€4)(1-€t (45) 

There are three solutions to (44a), (44b), and (45) for a, 
/3, and yin term~ofn and 1". One of them we ignore because it 
may be obtained from one of the others by the symmetry 
x- - X, 1"_ - I" of (36). The remaining two solutions are 

y = - !(n + 1)1", (46a) 

/3 = ~(n + 1), (46b) 

a = -lIn + 1)(1"2 + 1)/1", 

and 

y = (n + 1)(1"2/(1" - 1)2), 

/3 = (n + 1)(1"2 + 1)/(1" - 1)2, 

a = - 2(n + 1)1"/(1" - 1)2. 

The quantities Al = - 4Y(E + I)3/~ - 2L 
- 2a/3 + 4y/3 - 4y + 2/3 2 - 2/3 - 4ay and 

1'2= -6y(€+ I)2/€2_L +fJ2-fJ-2ay+4y 

(46c) 

(47a) 

(47b) 

(47c) 

+ 6y(/3 - 1) which occur in (44c) and (44d) are known from 
(46) or (47) in terms of E' and L. In order to solve the equations 
(44c) and (44d) we may consider (44c) as (n + 1) linear homo­
geneous equations for the vector a and the necessary condi­
tion of their vanishing determinant to determine I" in terms of 
L. Equation (44d) is then either a constraint with determines 
L (and hence 1") or it is linearly dependent on (44c) and there­
by leaves L undetermined. For each n, O<;n<; 10, we have 
found the latter possibility to be the case and have carried out 
the procedure just described to obtain inequivalent solutions 
to (44c) and (44d). We therefore claim, without proving it, 
that if (44a), (44b), and (45) hold then (44c) and (44d) have 
inequivalent solutions labelled by unrestricted values of L 
and nonnegative integer n. [It should be emphasized that the 
closed form solutions (38) which have been found here hold, 
at each chosen value of L, for particular values of the black 
hole parameters mw and e.] 

The case n = ° gives interesting and representative re­
sults. For n = 0, we have AI = 21'2 and hence (44c) and (44d), 
AI = 1'2 = 0, are dependent and L is unrestricted (except 
that L #0). The complete solution in the case of (47) may 
then be expressed as y = lL 2, a + /3 = 1,/3 - a = (L + 1)2, 
m2w2 = -16L 2(L + 2f, and I" = L /(L + 2). Thus we have 
an infinite set of solutions with nonsingular S (8) and physical 
values of the black hole parameters since for every integer 
I> 1 we have I" < 1. Note that, for all integer I> 1, each of the 
quantities a, /3, y, and m 2w2 is an integer, and ~(a + /3) and 
1(/3 - a) are both positive half-integers. In this case (and for 
all n and physical 1") mw is pure imaginary. 

When n = ° in (46) we find 4L = - 1"2 - 3 and 
m 2w 2 = - 16- In this case then, for every integer 1>0 we 
have a solution with e2/m 2 > 1, but for e2/m 2 < 1 the param­
eter 1 is complex and S (e) is singular. 
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In the case n = 1, it is easy to check that (44d) is depen­
dent on (44c), and a is easily found from (44c). The condition 
of vanishing determinant which relates I" to L is, in the case 
of (46), (1"2 + L + 2)2 = 21"2 + 1 and in the case of(47) is 
(I" - IfL 2 + 2(1" - 1)(71" + I)L + 81"(41" + 1) = 0. From 
these relations it may be seen that the nature of the possible 
values of the black hole parameters is similar to the case of 

n =0. 
For increasing n it becomes tedious to write the polyno­

mial in I" and L which results from the determinant condition 
and to check whether (44d) is a dependent equation. We have 
therefore analyzed the cases 2<;n<; 10 on a computer. At 
each of these values of n we have found (44d) to be linearly 
dependent on (44c) and have found solutions for any chosen 
value of L. We conclude that L remains unrestricted and 
infinite sets of solutions exist at each n in each of the cases 
(46) and (47). 

B. Asymptotic behavior on the Reissner-NordstrOm 
geometry 

Let t/J be given by (38); a, /3, and y by (47); and w + by 
w ± = ± i(n + l)€/m(E - 1)2. Then a solution to (36), linear­
ly independent of t/J, is given by 

t/Jl=t/J f Ir'_m+1/3-a-llr'_m-la-f3-1 
m, 

X el2ylm<lr' V -2 dr'. (48) 

We may take (38) and (48) to be valid in both interior and 
exterior regions. We thus have four fields, denoted by 

ein
) , '(t/J,t/JI)P t, which are defined in each of the regions I, II, 

and III (shown in Fig. 1) belonging to the maximally ex­
tended RNG. 19 (Linear combinations of these fields are, of 
course, also solutions to the wave equation.) We examine the 

behavior of e'w, '(t/J,t/JI) in I, II, and III, and we choose to 
express the results in terms of null coordinates 2u= t - r* 
and 2v = t + r* in the various regions, where 
r* = r + (m 2+ !2mE) Inlr - m+ 1- (m 2

_ /2mE) lnlr - m_l. 
The behavior of the fields with w = w_ may be obtained by 
time reversal. 

AtI+,I-,H +,H -,H It ,H It ',H II ,H Itl,andr = ° 
we find, respectively, the following limits of e""" (t/J,t/Jd: 
(O,e - 21,"1"), (0,00), (e - 21"'1",0), (00 ,e - 21'''lu), (00,00), 

e - 2
1'''lvlI(1, 1), (00 ,0), e - 2l

cu lulll ( 1, 1), and e - 21<,,1,,( 1,1). We have 

ignored constant nonzero factors in writing these limits. 
Different limits may be obtained for special linear com­

binations, but in no case are all the limits finite. 
A situation with no infinities can be defined by suppos­

ing the external RNG to be caused by a static spherical body 
of radius greater than m +. Then ei

''', 't/J provides an infinite 
class of solutions to the wave equation on the external geom­
etry which are all finite everywhere to the future of any spa­
celike surface t = const. 

C. Solutions on the Schwarzschild geometry 

The construction of solutions to the radial equation of a 
s = ° field on SG is obtained by setting I" = 1 everywhere 
before (47) in Sec. IV A. Note in particular that 
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III 

II 

FIG. 1. A portion of the maximally extended Reissner-Nordstrom geome­
try showing horizons H and future and past null infinity! ±. 

a + /3 = 0 in (38). The only possible forms of a, /3, and rare 
those given by (46) with E = 1, and we claim that with these 
forms, (44c) and (44d) with E = 1 are satisfied at each n by 
n + 1 values of L. In all the calculated cases we have L < - 1 
and this is expected to hold for all n. 

For the case n = Oandm' = OwehaveL = - 1 and so 
1= - ~ ± i(V3)!2; then PI (cos{l ) is a conical function20 so 
that the solution is for a half-line singularity at {I = 1/' along 
the polar axis. The function t/! is simply er

/
4m II r - 2m 11/2. 

v. OTHER FIELDS 

For a massive scalar field of mass I.l on RNG or SG the 
radial equation still has the form of (28) and on CMG or 
AMG it can be related to (4). Hence the previous methods 
will generate solutions for the massive field. It appears, how­
ever, that the inclusion of f.J- does not allow new parameter 
values. For example, for RNG with n = 0, it can be shown 
that it is impossible for all of the following to hold simulta­
neously: m2f.J-2 > 0, m20i > 0, E real, and I = nonnegative 
integer. 

For fields of spin I or 2, solutions analogous to those of 
Sec. III and IV can easily be found for low values of n. (For 
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the Maxwell field on SG, for example, a solution for the 
radial part of the Newman-Penrose21 quantity rP2 is 
t/! = [sinh(r/2m - 1))/(r/2m - 1) - cosh(r/2m - 1) and 
lJ) = i, 1= O. In this case t/!/(r - 2m)1/2 is a modified Bessel 
function of order 3/2). Furthermore, these solutions have a 
property in coomon with those of (39); namely, their par­
ticular parameter values reduce the order of certain regular 
singular points of an appropriate differential equation. This 
happens in (39) because the parameter conditions (43), (44a), 
and (45) cause A to have a factor of ( y - 1)( y + 1). These 
facts suggest that results analogous to those of Sees. III and 
IV may hold for nonzero spin fields. 
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A set of elementary solutions of the linear transport equation is constructed for a class of 
scattering ratios which vary continuously in space. These solutions are shown to be complete on 
the half-range 0 <f1< 1 for a restricted class of scattering ratios. 

PACS numbers: 05.60. + w, 42.68.Db 

I. INTRODUCTION 

One of the most recent developments in transport the­
ory is the emergence of analytical methods for treating one­
dimensional transport problems in media whose cross sec­
tions vary continuously with position. 1-9 In this article we 
continue this line of research for halfspace transport prob­
lems of the form 

a 
f1-'i'(X,f1) + 'i'(X,f1) 

ax 

= cfr) J~ 1'i'(x,f1')df1', 0 <x < 00, 

'i' (O,f1) = g(;i), 0 <f1< I, 

lim 'i'(x,f1) = o. 

(1.1) 

(1.2) 

(1.3) 

We require the scattering ratio, written as cf(x), to be non­
negative and the half-space 0 < x < 00 to be subcritical. (Thus 
the above problem has a unique solution for all values of c 
between the given value and zero.) The functionf(x) has a 
quite general form described below. However, to introduce 
notation and motivate the analysis, we first state some 
known results. 

For the well-studied 10 case of a homogeneous medium, 

f(x) = I, 

the set of continuum solutions satisfying Eqs. (1.1) and (1.3) 
can be written 

'i',,(x,f1) = 8(v - f1)e - xlv + cyv(;i)e - xlv, 0 < V < I, 

yv(;i)=- ---8(v-f1)ln -- . v [ 1 (1 + v)] 
2 v-f1 I-v 

(1.4) 

(1.5) 

The distribution y, which plays a key role in our analysis, 
satisfies 

(1.6) 

and 

(l - f1lv)y,, (;i) =!. (1.7) 

The set of solutions (1.4) is not complete on the half-range 
o <f1< 1; a discrete solution must be appended to the setin 
order to satisfy Eq. (1.2). 

For the case of an exponential medium, 

f(x)=e-xls,O<s<oo, 

"'This work was performed under the auspices of the U. S, Department of 
Energy, 

an analogous set of continuum solutions has been construct­
ed by Mullikin and Siewere: 

'i'y(x,f1) = 8(v - f1)e - xlv + cY",(;i)e - xl"" 0 < V < I, 
(1.8) 

1/liJ = 1/s + 1/v. (1.9) 

These solutions are complete on the half-range 0 <f1< 1 for 
any finite value of s, provided only that the half-space 
o <x < 00 is subcritica1.6 Also, these solutions carryover to 
the previous ones in the limit S-+ 00 • 

In this article, we takef(x) to have the general form 

f(x) = 1"0 a(t)e-xltdt, (1.10) 

and in Sec. II we show that the functions 

'i'v(x,f1) = 8(v - f1)e - xlv + c i oc 

a(t )Yw (;i)e - xl"'dt 

O<v< I, 

1/liJ = 1/t + 1/v, 

( 1.11) 

(1.12) 

are a set of elementary solutions ofEqs. (1.1), (1.3). In Sec. III 
we formulate a simple necessary and sufficient condition on 
the parameter c for the half space 0 < x < 00 to be subcritical, 
and we show that if the half space is subcritical and a satisfies 

(1.13) 

then the set (1,11), (1.12) is complete on the half-range 
o <f1< 1. Finally, in Sec. IV, we discuss and relate our results 
to the work of Mullikin and Siewert2 and Kelley and Mulli­
kin,H who have considered a different aspect of the problem 
(1.1)-(1.3), (1.10). 

II. CONSTRUCTION OF THE ELEMENTARY SOLUTIONS 

For f(x) = 1 andf(x) = exp( - xis), elementary solu­
tions ofEq. (1.1) are given respectively by Eqs. (1.4) and (1.8). 
The fact that both of these sets of solutions are linear in the 
parameter c suggests that we seek solutions of Eq. (1.1), with 
f(x), defined by Eq. (1.10), which are linear in c: 

'i'v(x,f1,c) =gv(x,f1) + ch v (x,f1). (2.1) 

Introducing Eq. (2.1) into Eq. (1.1) gives 

a 
f1 ax gv(X,f1) + gy(x,f1) = 0, (2.2) 

(2.3) 
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0= f lhv(x,f.i')df.i'. 

Ifwe choose 

g,,(x,f.i)=8(v-f.i)e- x/l',0<v<l, 

then Eq. (2.2) is satisfied and Eq. (2.3) becomes 

f.i~hv(x,f.i) + h,,(x,f.i) = t roo a(t)e - x/Wdt, ax Jo 
where 

(2.4) 

(2.5) 

1/U) = 1/t + 1/v. (2.6) 

To solve Eq. (2.5), we take 

hv(x,f.i) = i oc

/3 (t,f.i, vie - x/'Udt, 

and then Eqs. (2.5) and (2.4) reduce to 

(1 - f.i/w )/3(t,f.i,v) = ta(t), 

0= f 1/3 (t,f.i')df1'. 

The solution of these equations is easily found to be 

/3 (t,f.i, v) = a(t )Y,,,i.,u). 

Thus, we obtain 

tf/v(x,f.i,c) = 8(v - f.i)e - x/l + c roc a(t )Y",(,u)e' X/'''dt, 
Jo 

which is just Eq. (1.11). 

III. HALF-RANGE COMPLETENESS 

The general solution of the transport equation (1.1), 
which is constructable from the solutions (1.11), and which is 
bounded at x = + 00, is 

tf/(x,f.i) = a(,u)e - X/I' + c ta(v) fcc a(t )Y",(,u)e -, X/'''dt dv, 
Jo Jo 

(3.1) 

where 

a(,u)=O, -1<f.i<0. 

To solve the full transport problem (1.1)-(1.3), the boundary 
condition (1.2) must be satisfied. Using Eq. (3.1) and 

t = wv/(v - wi, 

this condition can be written 

g( f.i) = a( f.i) + c ta(v) ra(t )Y,,,( f.i)[ v/(v - w) ldw dv, Jo Jo 

or 

g(,u) = (/ - cL ) a (,u), (3.2) 

where / is the identity operator and L is the integral operator 
defined by 

1464 

L=L I +L2, 

LllafJi) = ta(v)GII(v'f.i)dv, n = 1,2, Jo 

1" (V)2 W dw GI(v,f.i) = a(t) -- ---, 
o v-w 2 W-f.i 
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and 

Gz(v,f.i) = - a(~) (_V_)2 !!:...In( 1 + f.i), f.i < v, 
v-f.i V-f.i 2 I-f.i 

Gz(v,f.i) = 0, v <f.i. 

Let us suppose that L I and L2 are completely continu­
ous operators in an suitable function space. Then, II either 

(i) Eq. (3.2) has a unique solution a(,u) 
or 

(ii) Eq. (3.2) has a nonzero solution a(,u) for g(,u) = O. 

If case (ii) were to hold, the half-space 0 < x < 00 would have 
a nonzero flux tf/ corresponding to a zero incident flux g, and 
then the half-space would be critical. However, we have as­
sumed that the half-space is subcritical, and therefore case 
(ii) is impossible and case (i) must hold. It follows by defini­
tion that the set of solutions (1.11) is complete on the half­
range 0 <f.i < 1. 

A sufficient condition for the operators Ll and L2 to be 
completely continuous on L2 (0,1) is l2 

LLIGn(V,f.iWdf.idV<oo, n= 1,2. 

Since l .1 

and 

f I G1(V,f.iWdf.i 

<! rla(~)~ln.!...±.£12(_V )2 df.i 
Jo v - f.i v - f.i 1 - f.i v - f.i 

= ! rcc I a(S)Sln( 1 + sv/(s + V)) 11dS 
Jo 1 - sv/(s + v) 

<!In(l + 2v) r?C la(s)sllds, 
Jo 

then L I and L2 are completely continuous if a satisfies 

roc I ta(t Wdt < 00. 

Jo 
(3.3) 

To summarize, if the half-space 0 <x < 00 is subcritical 
and a satisfies Eq. (1.13), then the set of elementary solutions 
(1.11) is complete on the half-range 0 <f.i < 1 in the function 
space L z (0,1). 

The above remarks imply that if a satisfies Eq. (1.13), 
then Eq. (3.2) has a unique solution for all values of c such 
that 

c spr(L) < 1 

(where spr denotes spectral radius), and, if 

c spr(L) = 1, 

(3.4) 

(3.5) 

then Eq. (3.2) has a nonzero solution for g = O. Therefore, we 
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can characterize the criticality of the half-space 0 < x < 00 

for functions a satisfying Eq. (1.13) as follows: the half-space 
is subcritical if Eq. (3.4) holds, is critical if Eq. (3.5) holds, 
and is supercritical if 

c spr(L» 1 

holds. 
To conclude this section, we note that if a satifies Eq. 

(1.13) and a(v) EL2(0,1), then each term in Eq. (3.1) can be 
interpreted in L 2( - 1,1). This follows from a simple exten­
sion of the analysis either in this section or in Ref. 14. 

IV. DISCUSSION 

The class of scattering ratios which can be represented 
by Eq. (1.10) is very large. For example, an explicit integra­
tion gives 

(4.1) 

(This representation is valid for all O<x < 00 provided 
ReA. > 0, whereas if ReA. <0. the representation converges 
only for - ReA. < x < 00 • Thus in this discussion we must 
require ReA. > 0.) Equation (4.1) can also be integrated and 
differentiated with respect to A. For example. 

i'" e - A,/r - e - A II (A + x ) 
------ee - xlldt = In ---

o t Ao + x 
(4.2) 

and 

l "'e- AII n! 
--e - xlldt = ----,.-, n = 0.1 .. ··. 

o t n + 2 (A + xr + , 
(4.3) 

If A is real, then the above functions are all real. Howev­
er, if A is complex, then real functions can be generated by 
adding the complex conjugate or subtracting the complex 
conjugate and divding by i. By taking linear combinations of 
such functions. with possibly differing values of A. one can 
obtain representations of more complicated functions. For 
example. any rational function which vanishes at 00 and has 
poles only in the left half of the complex plane can be repre­
sented in this manner. Moreover. Eqs. (4.1)-(4.3) indicate 
that the corresponding functions a(t ) will satisfy Eq. (1.13), 
and thus the elementary solutions defined by Eq. (1.11) will 
be half-range complete. 

Other explicit representations can be generated by tak­
ing a to be a distribution, but care must be taken to properly 
interpret the integral term in Eq. (1.11). For example, if 

a(t)=8(t-s).0<s<00, 

then Eq. (1.10) becomes 

fix) = e - Xis. 

and Eq. (1.11) gives 

f//,,(x,l1) = 8(v -11)e- xlv + cy,,, Ip)e - XI"" 

where 

1/UI = 1/s + 1/v. 

Since a(t) does not satisfy Eq. (1.13), the analysis of Sec. III 
does not predict that the above elementary solutions are 
complete on the half-range 0 <11< 1. However, a more de­
tailed analysis does establish this completeness. 6 

1465 J. Math. Phys., Vol. 22, NO.7, July 1981 

The solutions in the above paragraph were derived by 
Mullikin and Siewert.2 who used them not to develop solu­
tions of the transport problem ( 1.1 H 1.3), but rather to derive 
an equation which the flux exiting the half-space must satis­
fy. To make contact with their results, we shall sketch this 
derivation. One assumes that the transport problem solution 
can be represented by 

'P(x,fl) = i'a(v)'Pv (x.l1 )dV (4.4) 

and shows that the elementary solutions satisfy 

J~ ,11 'Pv' (0. -11)'Pv(O.fl)dfl = 0, 0 < v, v' < 1. 

Then one sets x = 0 in Eq. (4.4), mUltiplies by 11 'P,! (0. -11), 
and integrates over 11 to get 

i'fl'Pv (O,I1)'P(O, - fl)dl1 

= i'11 'Pv(O, -11)glp,)dl1, O<v<l, 

which is a singular integral equation for the exiting flux 
'P(O. -11) for 0 <11< 1. 

This procedure can be carried out for the elementary 
solutions defined by Eq. (1.11). The result is 

S (v) + c l's (fl) 1= a(t )Y)J.l)dt dfl 

= c i'l1glp,)f" a(t )y,,, ( -11)dt dl1. 0 < v < 1. (4.5) 

where 

and 

1/UI = 1/t + 1/v. (4.6) 

Equation (4.5) can be rewritten, after a lengthy amount of 
algebra, in the form 

S(v) _ ~ (00 a(t)UI r'[ S(UI) - Sip) + ~]dl1 dt 
2 Jo Jo UI - 11 UI + 11 

=~r'l1glp)(OOa(t) UI dtdl1,O<v<1. (4.7) 
2 Jo Jo UI + 11 

Equation (4.7) was also derived by Mullikin and Siewert/ 
although in a completely different manner from that de­
scribed above because the elementary solutions of Eq. (1.11) 
were not known to these authors. Kelley and MullikinK have 
recently proved that Eq. (4.7) has a unique solution for all 
functionsa(t) such thatf(x) EL2(0, 00), assuming c to be small 
enough that the half space 0 < x < 00 is subcritical. Thus the 
Kelley-Mullikin analysis shows that Eq. (4.7) has a unique 
solution fora(t) = 8 (t - s) [which givesf(x) = e - Xis. where­
as the half-range completeness analysis in Sec. III of this 
article does not apply since a does not satisfy Eq. (1.13). In 
addition, Kelley has recently shown '5 that 

i'" F(X)dX< 1Ti oo 

Ita(tWdt, 

and therefore the set offunctionsfdiscussed in this article i~ 
a strict subset of the set discussed by Kelley and Mullikin. 
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The enigma of "entropy" is reconsidered from the viewpoint of generalized information theory on 
a lattice generated from measurements that define the system. A small (incomplete) set of natural 
axioms for a global information measure is developed sufficiently to deduce as a special case a 
generalization of Segal's entropy on a W*-algebra (classical and quantum). A simple relationship 
between monotonicity of entropy and a semigroup on [0,00] (representing composibility of 
information) is presented. Various extensions of information-theoretic results are incidentally 
proven, including relations between regular composible informations (on an orthocomplemented 
complete lattice) and measures (on (T-ideals of the lattice). 

PACS numbers: 05.70.Ce, 05.50. + q 

I. INTRODUCTION 

Although dating from the grimy dawn of the industrial 
age, entropy has remained one of the most controversial, 
esoteric, and enigmatic concepts of physics. Recently 
Wehrli has reviewed the properties of various entropy ex­
pressions useful in physics. In addition to the numerous "en­
tropies" he has collected, one stumbles across other formu­
las which are also dubbed "entropy.,,2-5 This proliferation of 
"entropies" suggests the need for a comprehensive approach 
to the basic issue, namely: "What is entropy?" 

Rather than dismiss all expressions that do not conform 
to" - "2.Pi In Pi'" "- Trp Inp," or even Boltzmann's 
" - kin W"-as some reviewers would happily have us do­
we prefer to seek a fundamental meaning and axiomatic for­
mulation of a quantity which, when suitably constrained, 
reduces to such special formulas. Indeed, the need for such 
an approach is evident from the difficulty of reconciling the 
second law of thermodynamics with Hamiltonian motion. 
This problem has led to various approaches to nonequilibri­
urn statistical physics, including different forms of "coarse­
graining" I (which effectively reject the second law for the 
true system "state," and only work for infinite systems in 
g.eneral l), "master equations" (e.g., those based on projec­
tions of "relevant" data6

), semigroups,7 and modifications of 
entropy itself. 8 

Of course, all concepts of "entropy" are ultimately re­
lat~d to probabilities (or "states"). This relationship in fact 
umtes the mystery of entropy to the enigma of "probability." 
Good9 has distinguished at least five different concepts of 
:'probability." More recently, FinelD has compared the var­
iOUS concepts and ultimately concluded with the doubt that 
"probability" is even necessary for scientific endeavors. 
Most physicists are familiar only with the so-called "objecti­
ve"probabilities-relative frequencies over infinite ensem­
bles which, though by definition unmeasurable, are never­
theless. ~~nsidered to represent a physical property ("state"). 
Rayskl has shown how quantum mechanics paradoxes 
vanish if one relinquishes this interpretation. Elsewhere 12 we 
have argued how certain arguments against theories of"hid­
den va~i~bles" depend implicitly on the interpretation of 
probablhty, and thus cannot be convincing. 

An extremely successful step in explaining both enig­
mas-"entropy" and "probability"-has been made by 
Jaynes. 13 In essence, Jaynes interpreted "entropy" as the 
"expected self-information" of a class of mutually exclusive 
and exhaustive "events," or propositions. Although the as­
sociation of "entropy" with "information" (negative uncer­
tainty) is neither original with Jaynes l4 nor without opposi­
tion, 15 it nevertheless provides an explanation for this 
hitherto misunderstood quantity. Simultaneously, Jaynes 
interpreted "probability" to mean the rational "degree of 
belief'lo we assign to events (on a zero to one scale) based on 
available evidence, generally of the form of expectation val­
ues of observables. The choice of data used effectively defines 
the total evidence assumed relevant to the properties being 
estimated with the degree of belief. This condition is quanti­
fied by taking as degree of belief that measure which maxi­
mizes the "entropy", i.e., the average uncertainty, subject to 
the chosen evidence. In a single blow, Jaynes not only ex­
plained, simplified (no ensembles!), and generalized statisti­
cal thermodynamics, but also provided scientists and engi­
neers with a new, (more or less) consistent technique of 
inference which has been successfully employed in many 
areas. 17 

Despite these successes, and in part because of them, we 
again find a need for an axiomatic explication of "entropy." 
For one thing, Jaynes's program is strictly constrained by 
the choice of entropy formula 18 most generally, the Gibbs 
formula classically, and the von Neumann expression in 
quantum mechanics). Although Shore and Johnson 19 have 
recently given an axiomatic derivation of the classical entro­
py in terms of inductive inference, there is no reason to assert 
that this specialized "entropy" is appropriate or even correct 
in general. Indeed, as we will elaborate below, most "real­
life" situations do not admit the requisite idealizations for 
Borel algebras, and thus probability-related information 
measures. It thus may be not only desirable but essential to 
eliminate probability altogether. Because of this and certain 
other difficulties,20 the MEF (maximum entropy formalism) 
has not been exploited as thoroughly as is possible. 

In order to arrive at a fundamental understanding of the 
significance of "entropy" in physics, we believe it necessary 
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to reexamine the essence of physics as distilled in its lattice­
theoretic formulation. It is convenient to visualize a physical 
theory as a data-processing algorithm: Empirical data are 
digested by the theory and predictions result. This is consis­
tent with the view that theories model reality: They are not 
"explanatory" in the sense of being in one-to-one correspon­
dence with aspects of reality. 2 

I The model is constructed by 
first postulating an "operational definition" of the objects 
under study in terms of the set of all "relevant" empirical 
relations that can be defined on the objects. This definition is 
then naturally imbedded in a complete lattice-the "the­
ory," which is the mathematical context for calculations. We 
review these ideas in Sec. II, extending our earlier work. 22.23 
Also, we present certain new results concerning composible 
informations. 

Our approach to "entropy" is based on the idea of "lo­
cal" informations on a lattice (of "propositions") first stud­
ied by Sallantin.24 In Sec. III we define "entropy" to be a 
global measure of information associated with possibly sev­
eral "local" informations on the "theory." We do not at­
tempt to characterize our "entropies,"25 but rather consider 
certain special cases that ultimately reduce, as desired, to the 
usual "entropies." In Sec. IV we provide an interpretation of 
certain qualitatively novel features of our "entropies," 
which appears to have bearing on irreversible dynamics. Fi­
nally, we conclude in Sec. V with a general commentary and 
some open problems. 

II. ABSTRACT THEORIES AND INFORMATIONS 

The essence of physics is generally considered to be one 
or the other of various logico-algebraic models26 based on 
abstract lattice theory. 27 While physicists are concerned spe­
cifically with deriving quantum and classical physics, we 
have found a broader viewpoint to be more enlightening. In 
Refs. 22 and 23 we have proposed a somewhat unusual ap­
proach which we describe and extend below. Our approach 
is reminiscent of the constructive descriptions of logic and 
language byWatanabe2H and Sallantin29

; however, we do not 
attempt to derive specific theories, but rather describe uni­
versal properties. We assume the reader to be familiar with 
standard terminology of lattice theory. 

Our starting point is the obvious one: How do we define 
an object about which we wish to "talk" (i.e., discuss in a 
literal sense, or scientifically study)? This question is by no 
means trivial or metaphysical, since practical problems of 
computer recognition are involved. It is natural to define an 
object (actually, the class A of all such objects) by a complete 
list of its properties. Although for real-life objects such a list 
may not be possible, one can effectively define varying de­
grees of approximation to "real-life" by ajudicious choice of 
the relevant properties. To account for the intrinsic "fuzzi­
ness" of "real-life" descriptions3o

•
31 we assert that the prop­

erties consjst of relations R:A nR_Q, where Q is a quasior­
dered set of "truth values." (This generalizes slightly the 
work of Goguen32 and DeLuca and Termini. 33 Ali and Pru­
govecki34 have applied "fuzzy" set theory directly to quan­
tum physics, but not in the "logical" context.) To be oper­
ationally consistent we must insist that the order n R of the 

1468 J. Math. Phys., Vol. 22, No.7, July 1981 

relations be finite. The set of all "relevant" relations is denot­
ed by F: (A,Q,F) constitutes an empirical relational system. 
Note that the relations are essentially generalized character­
istic functions. 

The relations in F are naturally ordered by an "implica­
tion,"~, defined in terms of the quasi-ordering of the truth 
set Q. This binary (classical) relation induces a quasi-order in 
F; we denote by P the partially ordered set obtained from F 
by associating ":::::>--equivalent" relations. Thus, P represents 
a minimal set of relations defining an object class A, with a 
built-in partial order. See Ref. 23 for details. 

At this point we wish to clarify the above "abstract defi­
nition" by a further condition on P. Essentially, if R is a 
relation relevant to an object, it has a quasi-ordered range 
81(R ) = [R (a)EA nR 1 ~ Q. Ifwe reverse the order of.'?9(R )­
which corresponds in the simplest case to interchanging bi­
nary (yes-no) responses on an elementary experimental appa­
ratus35-we have a new relation, R " whose range is the dual of 
YI(R ). It is natural to allow for each REP that R 'EP as well, 
since the same apparatus or operation that defines R also 
defines R '. The map R_R 'is an involution by construction: 

R" = R; R<,S::::;S' <,R' . (1) 

Notice, however, that there exists no meaningful relation in 
P which can in any sense "imply" both Rand R '. That is 

[SEP: S<,R and S<,R 'J = ¢i. (2) 

In this axiom, we diverge from the custom of introducing an 
"absurd" relation 0EP such that R A R ' = 0. Thus the "log­
ic" of measurements is not assumed at this level. 

So far the objects have been abstractly defined by the 
poset P with involution; this structure, constructively ob­
tained, corresponds to the rational numbers. It is essential 
for further progress to introduce idealized elements-analo­
gous to real numbers. We do this in the corresponding man­
ner; we imbed Pin a complete latticeL ( P) by the "cut proce­
dure.,,36 (This method is not alien to quantum mechanics37; 
however, the construction and properties of P used by pre­
vious authors are less general than ours.) 

Theorem 1: If Pis a poset with involution satisfying (2), 
then L ( P) is a complete orthocomplemented lattice. 

Proof Reca1l27 that if = [REP: R <,S for all S;;. T for 
all TEE 1 defines theclosureofE~P, and thatL (P )isjustthe 
set of closed subsets of P, a complete lattice under set inclu­
sion ( ~). For EEL ( P) define 

El = [REP:R<,S' for all SEE 1 . (3) 

Then, (E 1)1 = [REP:R <,S ' for all S';;. T for all TEE 1 = E; 
E~Fimplies Fl~El since REE'l implies R<,S' for all SEE' 
impliesR<,S' for all SEE, and thusREE1. Finally, (3) defines 

an involution since E lEL ( P): E 1 = [REP:R <,S for all 
S;;.TforallT<,W'forall WEE 1 = [REP:R<,SforallS'<,T', 
for all T ';;. W for all WEE 1 = [REP: R <,S for all 
S'EE = E 1 = El. Now EnE 1 = [REP:R<,S andR<,S', for 
all SEE I = ¢i by (2). Thus, E-E 1 is an 
orthocomplement.3R Q.E.D. 

The importance of the universality of orthocomple­
men ted complete lattices (L ( P)) as "theories" lies in theabili­
ty we obtain to construct partitions. If AEL (P), a (finite) par-
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tition of A is the set 

7T(A) = [EIIEL (P):A = V~= I Ell ,En lEm I (ElFiffECF
1
). 

(4) 

We denote by [[ the set of all (finite) partitions of P, and 
1T( P) = 1T for short. The set n is partially ordered by the 
relation 

1TI < 1T2 iff for each E£1T I, 1T(E) ~ 1T2 • (5) 

If 1T I < 1T2, then 1T2 is a "finer" partition; note that 1T 0 = [rP,P I 
is the universal lower bound, and that unlessL ( P) is finite, n 
has no upper bound in general. 

We digress briefly tointerpretL (P) and II. SinceREPis 

arelation,O(R) = [R I = [SEP:S<R I (closureof[R ]lis 
the "proposition" or idealization consisting of all (nonequi­
valent) relations in P that "imply" R. Since jf = XEE 0 (R ) 
(see Ref. 22), jfis a set of relations plus their antecedents. The 
elements of L ( P) thus effectively summarize sets of proper­
ties. This ability is desirable in a theory-i.e., to combine 
consistently large numbers of experimental features. A parti­
tion 1TElI is a subdivision of L ( P) into a finite set of "or tho go­
nal" sets. It is natural to consider such a partition as an 
experiment whose outcomes are manifestations of the prop­
erty. Each manifestation is a summary of more "elemen­
tary" measurements that "imply" relations comprising the 
manifestation. Such an interpretation does not disagree with 
typical physics usage, especially in regard to observables in 
physics (countable partitions!).·~5 One may look upon the ele­
ments of P as "outcomes" and the elements of L ( P) as 
"events" in the language of probability theory. 

Recall27thaL:1~L (P)isaa-idealif(a)EE.;F,XEL (P) 
and XCE implies XE:1; and (b) EnEY, n = 1,2, ... , implies 
V,e; = I En E,:1. Note that if E,FE!f, EnFIE.:1 as well, which 
suggests that any a-ideal is analogous to a a-ideal in Bool­
ean set theory. 39 We thus are led to define a generalized mea-

sure as a mapping f.L :,:1 __ lR + = [0,00] such that ,:1 is a a­
ideal, f.L(rP ) = 0, f.L(E) = f.L(F) = ° implies f.L(E V F) = ° and 

if 

f.L( V;;,_ lEn) = L f.L(En), EnlEm · (6) 
tI,-,-1 

This definition is a natural extension of Piron's35 definition 
4.38, the distinction being that Piron defines f.L on a "tribe": 
.7 such that EE.7 implies E lE.7 and ,7 countably closed. 
In special cases of interest, the a-ideals reduce to tribes, and 
the concepts coincide. 

Viewing the lattice L ( P) as an ordered set of proposi­
tions, -to one naturally discovers certain minimal require­
ments for a local information measure41 on L ( P). First, it is 
natural to demand that no proposition have negative 
information: 

J: L ( P)- lR + = [0, 00 1 . (7a) 

Next, if EC F, then proposition E is more specific than Fin 
that it contains fewer relations (from P). Thus, as one ex­
pects, the more specific proposition have the more informa­
tive value: 

ECFimpliesJ(E);>J(F) . (7b) 

Finally, as P is maximally unspecific, it should have the 
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minimal information value, while rP (being absurdly specific) 
should have undefined value: 

J (rP ) = 00; J ( P) = ° . (7c) 

We have studied properties of such information-defined by 
(7)-in Ref. 22. In this paper we will restrict attention to the 
subclass of informations which are (weakly) a-composible. 
An information is said to be composible41 (weakly) if there 
exists a real-valued function F such that 

J(A V B) = F[J(A ),J(B)], when AlB. (8) 

We are motivated largely by the consequences to consider 
informations which are composed by ROC's: 

Definition 142: 
A regular operation of composition (ROC) is a function F 

satisfying: 

F lR + 2_ lR + is continuous, 

F(x,y) =F(y,x) , 

F[x,F(y,z)] = F[F(x,y),z] , 

F(x,oo) =X, 

x <y implies F(x,z)<F(y,z) . 

(9a) 

(9b) 

(9c) 

(9d) 

(ge) 

In fact, any composition map must satisfy (9b), (9c), (9d), 
and (ge) on the set of values defined by 

FII(J) = {(X I,x2, ... XII ):A 1,A2, .. A II EL (P),A)Aj,xj = J(Aj)] 
(10) 

for the appropriate n;> 1. Condition (9a) extends the domain 

of F from F2(J) to all lR + 2, and furthermore makes Fa 

topological semigroup on lR + . Since J ( V :: = 1 En ) 
= limN __ ooFN [J(Ed, J(E2 ), .. ·, J(EN)} exists, (where 

F1(x) =X andFN(xl, ... ,xN) =F [FN_ 1 (x1"",XN_ 1 ),XN ]), J 
is a-composible under F. Incidentally, (9) implies that 

F(x,y)<inf(x,y). (11) 

Among the remarkable properties of ROC's is the fol­
lowing characterization theorem43

: 

Theorem 2: Let A be a closed subset of lR + so 

lR + - A = U iEI (a i ,hi )-1 = 0/, is finite, or countable. Let 
iiiE(O, 00], 0i: [O,iii ]- [a i ,hi] be strictly decreasing, continu­
ous with Oi(O) = hi' 0i( iii) = ai· Then 

F(x,y) = {inf(x,y), (X,y)E lR+ 2 - u iE /(a i ,bi )2 (12) 

rPi [0 i- I(X) + 0 i-I(y)], (x,y)E[a"bi r 
is a ROC with A =.1(F)= {XE lR+:F(x,x)=xj.Here 

{
Oi (x), XE [0, Pi ] 

rPi(X) = _. (13) 
a"x>f.Li 

Conversely, any ROC is oHorm (12) with A = A (F). 
Perhaps yet more remarkable is the intimate associ­

ation of ROC-composible informations with certain ideals 
and measures on ideals. Because L ( P ) lacks the essential dis­
tributivity properties of a Borel algebra, the beautiful results 
of Ref. 42 apparently do not survive intact. For this reason 
we extend these results (as best we can) in the following 
somewhat unaesthethic theorems: 
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Theorem 3: Let A ~ R + be closed with 0,00 EA, 

R+ - A = ~~[(ai>bi)' To each xEA, associate a O'-ideal.'Tx 

such that for all x > 0, .'Tx is proper, Yo = L (P), and x <y 
implies .'Tx :?.:Ty • On each Y aj , iE!, assume a generalized 
measure Jii :·'Taj - [O,,ui ] such that ,uiE(O, 00] and 
Jii [·'Ta.n·'Tbj ] = 0. Let 0i: [O,,u, ]-[ai>bi ] be any continu­
ous, strictly decreasing function with O,iO) = bi and 
Oil iii) = ai · Let zl(A ) = sup(xEA: AE.'Tx ] and 
z2(A) = inf(xEA: Ae.'Tx ]' 

Then 

(14) 

is a O'-composible information on L ( P). 
Proof Note thatJ (A )E[Z M ),z2(A )] by construction and 

that (zM ),z2(A ))nA = c,V ifzM ) <z2(A ), since (ai,bi)nA = c,V. 
Clearly J is defined on all AEL ( P). Since c,VEYx for all xEA, 
zM) = 00 soJ(c,V) = 00 ;sincePE.'To, but for all x > O,PeYx, 
then ZI( P) = Z2( P) = 0 and J( P) = 0, or else 
J( P) = c,Vo(iio) = ao = 0, ifz l( P) <Z2( Pl. Now for 
all x <zl(B ),BE.(Tx and A CBimpliesAEYx,sozl(B)<zl(A). 
IfJ(A) <J(B), zM )<z,(B), so 
ai = zM ) = zl(B )<J(A) <J(B) <z2(B) = z2(A ) = bi' But 
Ji;(A )<Jii(B) implies c,Vi( Ji;(A ))>c,Vi( Jii(B)), so J (A »J(B). 

Now A,BE.'Tx (xEA ) iff A V BE.'Tx ' so that zM VB) 
= minlz,(A ),zl(B)]<J(AV B)<min(J(A ),J(B)] 
<min[z2(A )h(B)]. For the sake of definiteness, assume 
Z 1 (A ) <Z I (B ) (A 1B ) so the following cases are possible: 

(1) zM ) = zl(B) = zz(A I = ai <z2(B 1= bi , 

(2) z.(A ) = zl(B) = z2(B) = ai <z2(A) = bi , 

(3) zM ) = zl(B) = ai <z2(A ) = z2(B) = bi , 

(4) zM ) = ai <z.(B) = z2(A) = z2(B) = bi , 

(5) zM ) = zl(B) = zz(A ) = zz(B) , 

(6) zM )<z2(A )<zl(B )<z2(B) . 

In Case (1),J(A) = J(A VB) = ai> J(B »ai , soJ(A VB) 
= inf(J(A ),J(B)]. In Case (2), J(B) = J(A VB) = ai> J(A) 
>ai , so J(A VB) = inf(J(A ),J(B)]. In Case (3),J(A ),J(B), 
J(A VB )E[ai,bi ]; J(A VB) = c,Vi [Ji;(A ) + Jii{B)] and 
J(A) = 0i(Jii(A )),J(B) = 0i(Jii(B))(definitionofOi andJii)' 
soJ (A VB) = c,Vi [0 i IJ (A) + 0 i- IJ (B)]. In Case (4),1 (A ), 
J(A VB )E[ai,bi ], J(B) = bi' so J(A VB) = c,Vi [Jii(A) + 0] 
= J(A ) = inf(J(A ),J(B)]. In Case (5), x = J(A VB) 
= J(A ) = J(B) = inf(J(A ),J(B )],wherexe(ai,b;),inCase(6), 

J (A ),1 (A VB )E[zM ),z2(A )],J(B »z2(A ). Thus, either zl(A ) 
= J(A) = J(A VB) = zM), or 

J (A VB) = c,V i [ Ji;(A ) + 0] = J (A ) if a i = z M ) 
<bi = z2(A )<J(B). Thus,J(A VB) = F[J(A ),J(B)] where 
Fis defined by (12). Since by Theorem 2 F is a ROC, J is 
0'- composible. Q.E.D. 

Comment: IU(A ) <xo,zM ) <xoimpliesAej~xo' Thus, 
AE.'j-x .. impliesJ (A »xO' IfAE.'Taj andJ (A )E [ai,b i ], by (14) 
Jii (A ) = 0 i- IJ (A ). Because Ji;(A )<iii' and Jii is O'-additive, 
LJ1E,,)F[a,.I>,) 0 i IJ (E" )<,ui for every sequence of mutually or­
thogonal elements of .Ta ,' 
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In the following theorem, ifL (P )isorthomodular(15)is 
satisfied, while if L (P) is distributive (16) is unnecessary. 

Theorem 4: Let L ( P) be a complete orthocomplement­
ed lattice such that 

A ,BEL ( P) implies there exists D~A, E~B such that 

AVB=EVD,ElD. (15) 

Let T x = (A EL ( P ): There exists a countable partition 
1T 00 (A) such that for all E"E1T 00 (A ), J (E,,) > x], whereJis an 
information on L ( P) O'-composible under ROC F. Suppose 
the ROC is defined by (12), where 

,ui = 00 or else J(A ) = ai implies Alfa)E!. (16) 

Then there exists a family of O'-ideals .'T x' xEA (F) such that 

.'To = L (Pp .... 7 x ~ ... .'Ty ~ ... ~5'- 00 (x <y) (17) 

and on each .:Ta, there exists a meaSUreJii:''Ta,- R+ . The 
ideals and measures determine J by (14). 

Proof IfxEA (F), define.:Tx = (AEL (P):J(A »x]. If 
AE.:Tx, X~A (XEL (P)), then J(X»J(A »x implies 
XE.:Tx' By (IS) and (9), ifA,BE.:Tx,J(AV B) =J(EV D) 
= F[J(E ),J(D )]>F(x,x) = x, so byinduction,E"E.:Tx implie 

J (V ~ ~ I En »x for all N> 1, and by O'-continuity, 
V ;:' ~ I EnE.'Tx; so .:Tx' xEA (F), are O'-ideals and (17) is im­
mediate by construction. 

Define on .'T ayE!) 

{ 

0, 

Ji;(A ) = 0 i IJ(A ), 

00, 

if J(A »bi 

if AEFa, and J (A )E [a, ,bi ) . 

if Af1Tai , J(A )E[ai,bi ) 

( 18) 

By definition of.'Tx' xEA (F), the upper line oft 14) holds. In 
the lower case, J(A )E[ai,bi ); if AETa, , by (18) 
J(A) = 0i [Ji;(A )] = c,Vi [Ji;(A)], while if ArETa,' 
c,V, [Ji;(A )] = ai · But Alfa, means thatJ (A) = ai' for other­
wise (J(A »ai ), A = A V c,V V c,VV .. · (c,VlA for all AEL (P)) 
implies AEFa ,' Thus, (14) holds. 

Now JiM) = 0, since J(c,V) = 00 >bi , for all iE!. If 
E,FE,cTa , andJii(E) =Jii(F) = 0, then by(18)J(E),J(F»bi ; 
(15) impliesJ(EV F) = J(A VB) 
= F[J(A ),J(B )]>F(bi,bi ) = bi (biEA (F)), sOJii(EV F) = ° 

also. LetA = V:~ lEn' EnlEm . In case Alfa, , some En .. 
must satisfy J (En .. ) = ai . Thus, Ji;(A ) = 00 = L: ~ lJii(En). 

If AEFa, and iii = 00, 

J (A ) = ai = c,Vi [LJ1E,,)E[aj,b,) 0 i- IJ (E,,)], 

where the sum is >iii = 00. But 

I 0 ,-'J(E,,) + 
E"EI .. ,.J(E,,)E[a,.b,) 

so that Ji,( V En) = LJi,(En) = 00. If AEFaj and ii, < 00, by 

assumption (16) J(A ) > ai . Thus LJ(E"iE[a"b,)° i- 'J(En) 

= L: ~ IJii(E,,) <,ui> and 

c,Vi[ I 0 ,-IJ(E,,)) = 0,[ t Ji,(En)) =J(A). 
J(E")E[a,,b,) n-I 
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a generalized measure on :Tao Q.E.D. 
These theorems indicate that there is a very deep rela­

tionship between ROC-composible informations and mea­
sures. We point out that these results may perhaps be 
strengthened: However, they suffice for our present pur­
poses and we have not attempted to study further interesting 
properties (such as uniqueness of the measures). 

III. GLOBAL INFORMATIONS 

In this section we consider an explanation of "entropy" 
as the global information associated with L (P) (complete, 
orthocomplemented lattice) relative to a finite set of "local" 
informations, each ROC-composible. Although many of the 
concepts we employ are well known (lattice informations,4\ 
entropies as functionals of informations on Borel algebras,44 
measure-related entropies on lattices,29 entropies relative to 
experiments~) our synthesis and generalization of these ideas 
appear to be unique. In order to maintain universality we 
seek only minimal (natural) properties of such "entropies" 
and do not attempt to characterize the special cases we intro­
duce as examples. On the other hand, we sacrifice some gen­
erality by considering only ROC-composible informations 
on L ( P). We believe nevertheless that the resultant compro­
mise is of considerable interest. 

Let us denote by Z the set of all informations on L ( P) 
which are ROC-composible. We do not specify any ROC, 
however. We begin by considering properties of the informa­
tion content of an experiment (partition) 11'Ell relative to a 
finite vector, J = (J\,J2, ... ,J M)' of informations, JmEZ. We 
denote by F the vector of corresponding ROC's, 
F = (F\,F2, ... ,F M)' Our first axiom is simply that the infor­
mation content of 11' be a real-valued functional of the local 
informations: 

Axiom 1: 

H~:ZM __ IR, 11'Ell. 

Axiom I generalizes Ref. 44, which considers only Borel 
algebras and the case M = 1. Other axioms from this paper 
are meaningful in general. Indeed, the trivial proposition, 
PEL ( P), satisfiesJ( P) = o for allJEZ, so it is naturaIthatthe 
global information of 11'0 = ! ¢J, P 1 be zero: 

Axiom 2: 

H~": ZM __ [OI. 

Our next axiom is not so widely accepted,45 but we believe 
that it is in fact most natural to assume that an information 
on experiments not depend on the labels of the manifesta­
tion. Thus we assume 

Axiom 3: 

H~(J) = $~w [[ J(En))~: \ ]; 

$ ~: ([ Xn:n = 1,2, ... N 1 :Xn E IR + M }--IR , 

where J(En) = (J\(En), J2(En ), ... , J M(En j), En E11'. That is, the 
information of 11'Ell relative to J depends only on the set of 
respective informations of the manifestations of 11', and not 
on their order (index n). This axiom defines "symmetry,,44 of 
H~ (under permutations ofn = 1,2, ... ,N). We assume as well 
that the function $ ~ has as domain all sets of N M-tuples of 
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reals; we do this primarily for simplicity, but this hypothesis 
also reflects the fact that the global information is a function­
al of the JEZ M. 

Recall that II is partially ordered under "refinement." 
It is natural to suppose that the more refined experiment has 
greater global informative value: 

Axiom 4: 

11'\ < 11'1 implies H~. ,<H~, . 

Again, although the order < has varying definitions, the 
essence of Axiom 4 is well accepted.5,46 

Now it is not inconceivable for some JEZ M that two 
partitions be related as follows: 11'\ = !E\,Ez, ... ,EN ), 

11'2 = {F\,F1,· .. ,FN + \ I, J(En) = J(Fn), n = 1,2, ... ,Nand 
J (F N + \ ) = (00,00 , ... , 00). In such a situation, since FN + I is, 
information ally speaking, impossible, it is natural to demand 
that 11'1 and 11'1 possess the same information value. More 
generally, expansibility44 takes the form: 

Axiom 5: 

$ ~ + I U Xn 1 ~ ~ I u! (00 , ... 00)) ] =$ ~ [! Xn I ~~ I ], Xn E R + M. 

Finally, consider two experiments defined by 
11'\ = {EI,E2, ... E N ) and 11'2 = !EI V E1,Ew .. ,EN ). Clearly 
11'2 < 11' \; in general 

H~. (J) - H~, (J) = Ll ~rr, [J(Ed,J(Ez)J(E\ V E 2)] , 

but the F-composibility of the Jm 's means that 
J(EI V Ez) = F[J(Ed,J(E2 )], where F(x,y) = (FI(x\'YIL 
F2(X1,Yz), ... FM(XM ,YM))-a semi group operation on IR+ M. 
Then, branching44 means 

Axiom 6: 

$ ~ [[ Xn 1 ~ ~ I J - $ ~ - I [[ F(x\,xz) lu[ Xn l ~ ~ 3 J 
= Ll ~Ux\'X11] , 

where Ll ~ is the information gain.44 

The properties embodied in Axioms 1-6 are certainly 
minimal, natural, and (excepting Axiom 3) generally accept­
ed. Other axioms involving algebraic independence46 do not 
have a clear meaning in our general context, and will be 
avoided. We define the global information ofL (P) relative to 
JEZMby 

Axiom 7: 

Since n generally has no upper bound, this is the next best 
thing to taking a "finest partition" of L ( P). Even such an 
axiom has appeared in at least one context. 5 

The following theorem cites sufficient conditions to re­
present a global information-henceforth "entropy." The 
conditions are probably necessary as well (in case M = 1 this 
is known44

), but we will not attempt to verify this very te­
dious result. 

Theorem 5: For any F = (F1,F1, ... ,F....,)-Fma ROC, 
M < oo-let 

({iF: IR+M~[O,oo), 

({iF( 00,00 , ... , 00 ) = 0 , 

({iF [F(x,yl] <({i F(X) + ({i F(y) . 

John F. Cyranski 
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Then, if J = (J I ,J2, ... ,Jm )-:-Jm is Fm-composible on L (P) 

HF(J) = - q? F(O,O, ... ,O) + ~Pr L~,q? F[J(E"))} (20) 

is a global information of L ( P) relative to J. 

Proof Note that (20) is the 1T-supremum of 
Nrr 

H~(J)= _q?F(O, ... ,O)+ Iq?F[J(En))' (21) 
n~l 

Thus we must show (21) satisfies Axioms 1-6, with q?F de­
fined by (19). By (19a) it is clear the (21) satisfies Axiom 
1-Nff < 00. SinceJ( P) = (0, ... ,0), by(19b), (21) satisfies Axi­
om 2. Certainly (21) satisfies Axiom 3, as the sum is commu­
tative. By (19b) Axiom 5 is immediate. Condition 6 is satis­
fied since 

N 

.:1 F[ [J(Etl,J(E2) II = [ - q? F(O, ... O) + I q? F(J(E") 1 
n=1 

N 

- [ - q?F(O, ... O) + q?F(J(EI V E2)) + I q? F(J(En)) 1 
11=3 

That is, the difference depends only on J(Etl and J(E2)' By 
(19c) we see that.:1 1'0 J(E tl,J(E2) J»O. If 1T I < 1T 2' there exists 
a chain 1T1 < 1Ta < 1Tb < '" < 1Tc < 1T2, with N". = N", + 1, 
N", = N 'f. + 1, etc., so that employing (22) and its non-nega­
tivity successively yields Axiom 4. Q.E.D. 

The next result essentially defines the effect of symme­
tryon the "entropy." Here Aut[L ( P)] is the group of all 
automorphisms of L ( P I-these preserve orthogonality and 
are complete (e - ) morphisms. 

Corollary1:Let;1 = [gEAut[L(P)]:g(P)=PJ.Then 
HF is invariant under ,(1. 

Proof From Axiom 7 it is evident that any transforma-
onto 

tion IT ---> Jl leaves H F invariant. If gE:5 , 

g( V ~= lE,,) = V~ ~ Ig(E,,),g(E)lg(F) if ELF and asg( P) 
= P, then g(1T)Efl for each 1TEfl. In addition, if 1TEfl, for each 

gE;Y there existsg- ' and thusgfg-'(1T)] = 1T, showing thatg 
maps IT onto ll. Q.E.D. 

Comment: If.'T is a sub complete, orthocomplemented 
lattice of L ( P) with maximum M/, then :5/ 
= \gEAut(.'Jl:g(M, ) = M" \ keeps invariant that portion 
of H F that concerns only j-. This will be highly significant, 
as we show in Sec. IV. Note that transformations other than 
automorphisms may leave H F invariant, but these revise the 
structure of the system and thus are eliminated, 

The next result indicates that the semigroup F on 
IR + M induces a potentially useful decomposition of H F. 

Corollary 2: Let A (F) = X~ ~ ,A (Fm), and let 

IR + M - A (F) = U icl [X ~ _ 1 (a i", ,hi...! ]-, where 

i = (il'i1 ... ,iM ) and I = X~~. 11m, IR+ - A (Fm) 
= U, ... d", (aim,h ,,,,), Define for q?F satisfying (19) 

T(i) = [EEL (P):Jm(E)E(a i ,hi ),m = J,2, ... ,M 1 ' 
S=L(P)- ~E1T(i), 
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(23a) 

(23b) 

G(1TiIW)= I q?F[J(E")), Wk;2L (PI. (23c) 
E n E11TIW 

Then the global information (20) can be written 

HF(J) = - q?F(O, ... ,O) + I sup G (1TnT (i)) 
lEI teEn 

+ sup G (1TI\S l 
teEn 

(24) 

N.B. [EEL(P):Jm(E»aim,m= 1,2, ... ,Ml =n~=IYa 
with Y a = [EEL ( P ):J m (E »ai ]. These are (T-ideal~~ 

~ -
Proof Clearly (21) can be written as 

H~(Jl= _q?F(O, ... O)+ IG[1TiIT(i)l +G(1TI\S). (25) 
iEI 

Thus, H~(J) is effectively the sum L"E'IG (1T"), where 1] is at 
most countable. The problem is therefore to show that 

SUP [IG(1T"l]= I [SUP G(1T")], (26) 
1TE1l nE'rJ nET} 1TE1T 

from which (24) follows. Trivially, 

sup [I G(1T"l]<;;; L [sUP G(1T"l]. 
7TE1I nE'lJ nEll 1TE11 

(27) 

For every E> ° and N> I, choose 1T';.;.€ in n such that 

dN> sup G (1T,,) - G (1T';.;,£) . (28) 
trEll 

Then, it follows by ordering T/ naturally that 

N N 

sup I G(1T")+E> I [G(1T'fv.€)+dN] 
1TElln=l ,.,=1 

N 

> I sup G(1Tn) = VN , for all N>l,E>O. (29) 
n = 1 1tE11 

Clearly VN and W" = SUpL~ ~ 1 G (1T,,) are nondecreasing in 
rrEf{ 

N, as G (1T" »0, so that-remember 1] is at most countable-

Lim VN = I sup G(1T")<;;;E + ~im WN 
N -IITIII IIE'I teEll " 'IITIII 

= E + sup [ I G (1T")] . 
7TE1J nET! 

(30) 

As (30) holds for all E> 0, this proves the reverse inequality 
to (27) and thus (26). Q.E.D, 

The next result is helpful in expressing entropy on cer­
tain atomistic lattices. 35 

Lemma: Let L ( P) be atomistic such that 

for each EEL (P) there exists an at most countable set of 
mutually 1 atoms A" such that E = V An' (31) 

Then, with II * the class of all countable partitions of atoms 

1T* = jAn:A n lA m , A n atoms, P = V;;' = 1 A" \ , 

HF(J)<;;; sup H~.(J). 
rr*EI1* 

If we also assume that 

Lim H ~JJ) = H~.(J),1TNEfl such that 
N-cso 

1TN = [A I ,A2,· .. ,AN_ l' V ";.NA" l, 
then equality holds in (32). 

John F. Cyran ski 
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(33) 
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Proof If 1TEll, there exists 1T*Ell * such that 1T < 1T* by 

(31) defined by u~: I lAm :mEJi n j, En = V mE.U'"A m· Thus, 
by axiom 4, H ~(J)<;H~. (J) and (32) results. For each 
1T*Ell*, consider the sequence 1TN = IA I.A2,··.AN- I , 
V n;"NAn AnE1T* j. Clearly 1TNEll, 1TN < 1TN + I < 1T*. By (33) 
and the fact that H ~JJ)<;H F(J), 

(32') 

so that equality in (32) is apparent. Q.E.D. 
Let us first illustrate the above results in the caseM = 1. 

Assume q?F(X) has the form: 

F {X¢j(X), X = 0 j-I(X), xE(aj,bj), 
q? (x) = . 

0, otherwlse, 
(34) 

where ¢j : (O,iij ]-[0,00 ) is nonincreasing and ¢j (iij) = 0. It 
is trivial to verify that (34) satisfies (19a) and (19b), while (19c) 
follows since, because ¢j is nonincreasing, 

(X + Y)¢j(X + Y)<;X¢j(X) + Y¢j(Y)' X,YE(O,iij) 

with X + YE(O,iij) . (35) 

Assume the conditions of Theorem 3, so J (E )E(a j ,b j ) implies 
J(E) = OJ [,uj(E)] with,uj:Ya,-[O,iij] and,uj(E) = ° for 
all EE.'Ta,n.Yb , We write (24) as 

HF(J) = ~ ~E {E"E~~a,,uj(En)¢j [,uj(En)]}. (36) 

Let us further suppose that M j = V I EEYa j EYa and 
that the supremum over 1Tn.Ya , may be replaced by the su­
premum over 1TEllj , where I( consists of all (finite) parti­
tions of M j with components in Y a, In particular, let each 
Yo, be an irreducible propositional system, Y a, ;:::: 9 [~] 
(lattice isomorphic) the closed submanifolds of a Hilbert 
space. Then Y a is atomistic and (31) holds; moreover, our 
measure coincid'es with the CROC-measure of Piron,35 
which reduces to (we choose iij = l,iEl) 

,uj(E) = TrJii/IE EEYa" E++llEE9 [JY'] , (37) 
"'-

where Wj is a density operator on JY
j
. Hence, (36) becomes 

HF(J) = ~ rr~~/~~ {ntl Tr, [(WjllE,,)¢j(Tr j Wjlldl} ,(38) 

where EnE1T* are atoms. Letp~(1T*) = Trj WjllE". Then, 
each i-term in (38) is essentially the supremum over all 
"measurements" of a generalized "Ingarden-Urbanik en­
tropy." To see this, let ¢j(z) = - Inz. Then clearly 
¢j :(0, 1 ]-[0, (0) is nonincreasing with ¢j(l) = 0. Moreover, 
(33) is satisfied since in fact for all iEl: 

~~~ [~~II - Tr, (WjllE" )In(WjllE") 

+ (- Trj Wjll v InTrj Wjll v )] 
n>I\·E" n>1",E" 

- f Trj WjllE)nWjllE" (33') 
"=1 

since for large enough N, 

1- Trj Wjll v In(Trj Wjll )1 
EVE 

n>.V .. n>!\' " 

can be made arbitrarily small. Thus (38) becomes 
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HF(J) = I sup {- f Trj [WjllE)n(W;llE"1 l} 
iel 1T'·En- n = 1 

;;.I(-TrjW)nWj). (39) 
iEI 

See Ref. 1, p. 255. 
Expanding Wj in terms of its eigenbasis (1T;\'), 

p~(1T*) = f p~(~)Tmn(1T*); Tmn(1T*) 
m= 1 

= TrjllFm llE", FmE1T~,EnE1T* . 
Note that Tmn (1T*) is a non-negative, doubly stochastic ma­
trix. Ifwe assume rj(Z) = Z¢j(z) is convex, then 

H F(J) = ~ rr~~gr ntl r j [ m~ I p~ (1T~)T mn (1T*)] 

<; ~ rr~~gr [~~ Tmn(1T*)rj(P~(1T~))] 
= I I rj(p~(1T~)). 

iEI m 

(40) 

But since p~ (1T~) are just the eigenvalues of Wj> and since 
1T~Ell~, we have from (40) 

(41) 

For properties ofTrr(W), where ris concave, see Ref. 47. 
Our next illustration is for the case M = 2. Again, with­

out any real justification, let us assume that q?F has the form 

q?F(X,S) 

= {lJIij(X,s), (x,S) = xELlij = (aj>bj)X(aj,bj),(iJ)ElIXI2 

0, otherwise. (42) 

If we specify that i <j implies a j < aj , the conditions (19) re­
duce to 

lJIij(X)E[O,oo) for all xELlij' (i,j)El, XI2 , (43) 

lJIij(x) + lJIij(y);;'lJIij [F(x,y)] x,yELl jj , (i,j)El, XI2 , (44) 

lJIij(x) + IJIjdy);;'lJIjj [Fdx,y),s ] 

j<k;xELlij' yELl jk , (F,(x,Y),S)ELlij' (45a) 

lJIij(x) + IJIkj(y);;.lJIij [x,F2(S,77)] 

i < k;xELlij' yELl kj , (x,F2(S,77)ELlij' (45b) 

Note thatF,(x,y)E [aj,b j ), ifx,YE(aj>b j ) in general (likewise for 
F2)' 

We further simplify matters as follows: 

12 = 10,00 j;s = 0 ~I(O" ), O"E(O,O'), 0'<; 00 , 

IJIjQ (x,S) 

(46) 

= { O"¢j(X /0"), X = 0 j- I(X), xE(aj>b j ); O"E(O,O') (47) 

0, otherwise. 

NotethatXE(O,iij) if x = OJ(X)E(a,,bJ The constraints (43)­
(45) become: 

¢j:(O,oo)-[O,oo), iEl, (48) 

O"¢j(X /0") + 'T¢j(Y /r );;'(0" + 'T )¢j((X + Y)/(O" + 'T)) , 

X, Y,x + YE(O, iij); S,'T,S + 'TE(O,O') , 

O"¢j(X /0") + 'T¢j(Y /r) 
;;'(0" + 'T )¢;(X /(0" + 'T)) if i<j; XE(O, ii;) , 

John F. Cyranski 
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YE(O, iij ); eJ,7,eJ + 7E(0,iT) . (50) 

A degree of justification for the arbitrariness of choices (42) 
and (46) can be felt from the following results. 

Lemma: tP;(z) is a convex, continuous function tP; :(0, 00) 
~[O,oo) and 

inf tPj(z»tP;(O+) = Lim tP;(E), i<j 
ZE::(O, en ) £ .. 0 f 

(51) 

if and only if tP; satisfies (48)-(50), for each iE!. 
Proof Clearly (48) means tP; :(0, 00 )~[O, 00 i-bounded 

everywhere. Condition (49) is equivalent to convexity of tP;, 
which because tP; is bounded, means continuity as well in 
(0,00). (Ref. 48, p. 91.) First, for z, > Z2' Z;E(O, 00), choose 
XE(O, iiJ2) and eJE(0,iT/2) such that z, = X /eJ-as X /eJ 
ranges over all (0,00) this is always possible. Let 
Y = eJZ2 = (z2/zdXE(0, iiJ2) and take 7 = eJ in (49). Thus 

tP;(zt!+tP;(z2»2tP;[(z, +z2)/2] for all Z"Z2E[0,00) (49') 

so that by Ref. 48 (page 70) tP; is convex. 
Conversely, if tP; is convex, then for 

Z"Z2E(0, 00 ),eJ,7E(0, 00), 

_eJ_ tP;(z,) + _7_ tP;(Z2»tP; [_eJ_ z , + _7_ Z2 ] 
eJ+7 eJ+7 eJ+7 eJ+7 

so taking z, = X/ eJ and Z2 = Y IT we obtain (49) for 
X, Y,X + YE(O, ii,) and eJ,7,eJ + 7E(0,iT ). 

We show that given tP; are convex and continuous on 
(0,00), (51) is equivalent to (50). In fact, we show that 

7tP;(0+) = sup! (eJ + 7 )tP;(X /(eJ + 7)) - eJtP;(X /eJ): 

XE(O, ii;), eJE(O,iT ) such that eJ + 7E(0,iT) I. (52) 

Let XE(O, ii;), YE(O, iij ), eJ,7,eJ + 7E(0,iT). Let 
X = X I + 8 where X', 8E(0, ii;). Then by convexity 

(eJ + 7 )tP; [X /(eJ + 7)] - eJtP;(X /eJ ) <m/';(X '/eJ) 

+ 7tP;(81T ) - eJtP;(X /eJ ) 

= eJ[tP;((X - 8)/eJ) - tP;(X /eJ)] + 7tP;(81T). (53) 

Now ItP;((X - 8)/eJ) - tP;(X /eJ)1 ~o by continuity, so for 
/; .[j 

each E> 0, there exists 8E(0, ii;) such that 

- w<eJ[tP;((X - 8)/eJ) - tP;(X /eJ )]<W, 

- E'7<7[tP;(0+) - tP;(81r )]<E'7. 

Take E = min (E,E') for 8. 

(eJ + 7 )tP; [X /(eJ + 7)] - eJtP; [X /eJ] <E(eJ + 7) + 7tP;(0+), 

so 

(eJ + 7 )tP;(X /(eJ + 7)) - mp,(X /eJ )<7tP;(0+) . (54) 

Since for X = 0+ equality holds in (54) we obtain (52).'Now 
(50) is equivalent to 

7tPj(Y IT »(eJ + 7 )tP;(X /(eJ + 7)) - mp;(X /eJ); 

'V XE(O, ii;), YE(O, iij ),eJ, 7,eJ + 7E(0,iT ) 

if and only if 

if and only if 
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tPj(YIT»tP;(o+), 7E(0,iT), YE(O,iij ) , 

if and only if 

tPj(z»tP;(O+), 'VZE(O, 00) , 

if and only if 

inf! tPj(Z):ZE(O, 00) I >tP,(O+) . Q.E.D. 

The following function tP; satisfies the Lemma's 
conditions: 

tP;(Z) = zlnz + (1 + i)/e, for all ZE(O, 00) . (55) 

Note that tP;(O+) = (1 + i)/e (OlnO = ° convention). 
Assume for J]>J2 the conditions of Theorem 3, and that 

M; = V !EE.Ta ; lE.Ta ; andleteJ; = eJl /" (restrictionofeJto 

.Ta,). Then, using (24) with [I; the set of partitions of M; in 
:Ta, again replacing! rrn.Ta; I 

H F(J1,J2 ) = I h; , (56a) 
ir::/ 1 

h; = sup f I eJ;(En)¢;[ f1;(En) 1). (56b) 
ITE", l a,IE"IEIO.a I eJ; (En) 

II,IE",EIO. ii,) 

In order to discuss classical and quantum physics, we further 
assume that each .Ta ; is a CROC for which only discrete 
superseiection rules are present. We assume also thatf1; is a 
state on .'7a , (f1;(M;) = ii; = 1) andf1; eJ;. Each CROC is 
associated with a W *-algebra .of; of observables on a Hilbert 
space ,311'; and "state" N; on .of;. Indeed, there exists a homo-

onto 

morphism y;:.'Ta ; ---->-1; = .of;n:;P(JY;), where :;ppr';) is 

the lattice of projectors on ,311';, soN; [y;(E)] = f1;(E) relates 
the two types of "states." If y; happens to be an isomor­
phism, then there is a complete algebraic representation of 
.Ta ; We henceforth assume this holds.4

'1 

We also assume that the measure eJ; corresponds to a 
faithful, normal, semifinite trace, m;, on .cI;. [See Ref. 1, p. 
258, and Ref. 50.] That is, m, [y;(E)] = eJ,(E) for all EE,Ta ,' 

The main characteristic of such a trace (aside from certain 
convergence properties) is its unitary invariance: 
m;(Ut/IU) = m;(II) for all unitary [krl i-"andallIIEY';. Of 
the state N; we demand that there exist W; > ° in ,c/, such 
that N;(X) = m;(W;X) for all XUI;. We can now d~scribe 
h; in terms of partitions of projectors inY;: 

h; = sup { ~I m;(Pn)tP; [m;(W;Pn)/m;(Pn)]} . (57) 
77', m(P,,)#O,oo 

[Note that from eJ; 11;, eJ;(E) = ° iff 11;(E) = 0, but 
f1;(E) = ii; < 00 iff 11;(E1) = ° iff eJ;(E1) = ° 
iff eJ; (E) = iT; < 00. Thus we can eliminate the conditions on 
11; in (56b).] Finally, let us suppose that tP;(W;) is "m;-inte­
grable," i.e" m; [tP;( W;)] <~. Under these many conditions 
we have that h; = m; [ tP; (W;)]. We prove this in the follow­
ing Lemma (dropping the index i for convenience.) 

Lemma: Let m be a faithful, normal, semifinite trace for 
a W *-algebra ,rl with projection lattice:.!' (a logic). Let n be 
a normal state on .r/ such that there exists self-adjoint 
WE.C"I,W> 0, such that nIX) = m(WX) for all XEd. We as­
sume i:(O, 00 )-(0, 00 ) is convex and continuous, and 
m[tP( W)] < 00, Then 
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m[¢(W)] = sup ~I m(Pn)¢[m(WPn)lm(Pn)]. (58) 
1T miP"I,",O.oo 

Proof Wbeing positive and self-adjoint, 

W = LX> dP(w)w (59) 

is its spectral resolution; we define ¢( W) by 

¢(W) = L'" dP(w) ¢(w) (60) 

so that with mw(.1 ) = S.:1 dmP(w),.1EB (R +): 

m[¢(W)] = 1'0 dm[P(w)] ¢(w) = 100 
dmw ¢(w). (61) 

Since ¢ is convex and continuous, its domain decom­
poses into two disjoint parts: DI on which ¢ is monotonic 
increasing, and D2 on which ¢ is monotonic decreasing. 
Thus, using (61) we obtain 

m[¢(W)] = )tl L '(D) dmw ¢(w) 

)tl 1.:1.i;'V~I?(D,11 [ mw[.:1"nt!;~D)J,",O.OC m w [.1" n¢-I (D) )] 

X inn ¢(w):wEL1nn¢-I(D))j ] . (62) 

The restriction to elements of the partitions of R + with 
m w [.1 n n¢- I (D) )] =1=0, 00 follows from the integrability of 
It!. 'ID)dm w ¢(w) while the supremum representation of the 
integral is standard. (See, for example, Ref. 39, p. 115.) On 
the other hand, for all.1EB (R +) we have 

m w [.1n¢- I (D) ) linn wEL1n¢-I(D))) < ( dm w W 
J.:1nl/' 'ID) 

<mw [.1n¢-I(D))]sup[wEL1n¢-I(D))) , (63) 

where m w [Lln¢-I(D))] =1=0,00. Exploiting the monotonicity 
of ¢ on D) yields 

inn ¢(w):wEL1n¢-I(D)) I 

<¢[ ( dmw w/m w(.1n¢-I(D)))] . (64) 
J.:1nt!. '(D,i 

Thus, by (64) in (62) we get 

A 2 
m[¢(W)] < I sup K [[.1 nn¢-I(D))j] 

)~ I 1.:1"nl/' '(D)I 

where 

2 

= sup I K [[Llnn¢-I(D)))], 
1.:1"I)~ I 

(65) 

K [[.1 nn¢-I(D)))] = 4 m w [.1 nn¢-I(D))] 
m w[.:1"nt/. (D)J#O.oo 

X ¢[i dmww/m w(.1 nn¢-I(D)))] 
Li"rll/J '(D,! 

and an argument as in Corollary 2 to Theorem 5 applies. But, 
[4n n¢- I (D)) I is a finer p~rtition of R + than 1.1 n l. and 
[P.:1"nt!I AD) = I.:1"nl/' '(D)dP(w)j is among all projector parti­
tions 1 Pn:n = 1,2, ... ,Nn-IEfJ, so that 

m[¢(W)]< s~p ~ m(Pn)¢[m(p;'W)lm(p;')]. (66) 
m(P"1 ,",0. oc 
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On the other hand, for any projector P such that m(P) =1= 0,00 

¢[ m~~) ] = ¢[f dm [PP(w)]w/m(p)] 

< fdm[pp(W)]¢(w)lm(P) = m[P¢(W)]lm(P) , (67) 

using Jensen's inequality. Employing (67) with (66) yields 

m [¢(W)] < sup I m [Pn ]¢[ m(p', W)lm(p,,)] 
rrcll m(P"I,",O.oo 

< sup AI m[Pn¢(W)]<m[¢(W)] (68) 
1T' m!P.,)#O,oc 

since ~m(P"I#O.oo p" <1. Thus, we have (58). Q.E.D. 

The above result is based on the proof of Theorem 1.1 of 
Ref. 51, a classical version of the Lemma (without the re­
strictions ¢~o and integrable). Our "entropy" is thus given 
by 

H F(J I ,J2 ) = I m; [¢;(W;)] . (69) 
jEll 

In case a;(M,) < 00 and ¢;(z) is given by (55), this becomes 

F A A .,... 

H (J I ,J2 ) = I [m;(W;lnW;) + (1 + /)m;(J;)je] 
JEll 

= I [-S;(W;)+(I+i)m;(i;)je], (70) 
jEll 

whereS;( W;) is the "Segal entropy," which includes both the 
(classical) Gibbs-Boltzmann-Shannon entropy and the 
(quantum) von Neumann entropies as cases. 50 If, however, 
a i (M;) = 00 -our result fails since m; [¢i (Wi)] = 00 ~h i' In 
words, the "global information" is essentially the "neg-en­
tropy" plus the prior measure of the space. 

Since our purpose in introducing these illustrations was 
simply to indicate the relationship of the "global informa­
tion" concept to typical "entropies," we will not discuss fur­
ther properties or problems associated with expressions like 
(70). Rather, we postpone such discussion until the axiom set 
is completed by an appropriate description of the informa­
tion of compound systems. 

IV. A TENTATIVE INTERPRETATION 

In the preceeding sections we have established minimal 
universal criteria for a "global measure of information on a 
'theory' L ( P) relative to M (generalized) local information 
measures"-a quantity which by the examples we consid­
ered, apparently relates to a generalization of the neg-entro­
pies of physics. We have purposely avoided questions of 
characterization, as the universal structure of L ( P) is not yet 
fixed. Nevertheless, a truly surprising result appears already, 
namely, the introduction of a natural semigroup F (on 

R + M) and its natural segmentation of the "entropy." In 
keeping with our policy of specialization, let us consider the 
case M = 1. (The arguments apply as well to the M = 2 case 
considered in Sec. III.) 

With ao = 0< bo<a 1< b l <a2 ... by the construction of 
Theorem 3, we may write (24) as 

HF(J) = Lim H~'(J), (71) 
l--~ XJ 
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where we assume for convenience that .pF(O) = 0 and define 
for all t> 0: 

H;(J) = ;Elf;u, s:.:Pt (JIE'~U"b').p F [J(EN)] 1 

+ iE&'b, ~Pt ( J(E"IE[b"~n(,,a, . ,l F [J (En)] ] . (72) 

Note that H ;(J) is constant for all tEla; ,b;) and is generally 
increasing otherwise. The connection between this mono­
tonic nondecreasing "entropy" and dynamics-the "Second 
Law" --comes about as follows. 

Let us model time by the positive real line R + . This 
corresponds to the usual "initial value" problem of physics, 
but can also represent an operational model of a general rela­
tivistic cosmos because of the finite age of the universe. A 
dynamical object is described3s by 

P= LimP(T), (73) 
T .. cc 

where V (jJ is the direct product of posets (the cartesian set 
product ordered in the obvious way27). According to our 

model, each Pz ,ZE R + , represents the abstract definition­
i.e., the ordered skeleton of defining relations-at the "in­
stant" z. The structure may endure over finite intervals, i.e. 
Pz = P for all zE(a,b ), whereas it may continuously change 
over other intervals. Since L ( V Ell Pz ) = V ffi L ( Pz )22 these 
comments extend directly to the abstract "theory" of the 
"objects. " 

Note that the "object" thus described is a "dynamical 
object." In fact, this description is analogous to the world­
line models in relativity. Let us define 

·'TT = [V !lo.ncPz] V "' [V ':?lL (Pz)]c;;;,L( Pl· (74) 

Clearly each. '7 T is a complete sublattice of L ( P) (and thus a 
a-ideal). Moreover, if T\ < T 2, .(YT , :::J.7 T, is evident. If we 

impose on R + the semigroup Fwith idempotents of A (F), 
the ideals . 'i~z ,zEA (F) correspond to distinct components in 

L ( P), while V :\U,.I>,)T·'7 z corresponds to V ~~(aJ,h,)L ( Pz )' 

where L ( Pz ) is the same structure for all Z in (a i ,h;). [Com­
pare with the usual physical model of Ref. 35 where the 
L ( Pz ) are related to the mutually isomorphic Hilbert 
spaces.] Thus, intuitively each choice of F (a real-line semi­
group!) induces a world-line model that consists of (open) 
segments with constant entropy (and reversible unitary dyn­
amics) and of (closed) segments of constantly increasing en­
tropy in which dynamics is irreversible in that the physical 
structure of the object changes. The "entropy" H;'(1) de­
fined by (72) is the total information about the system up to 
"time t "-i.e., the entropy of the "world-line" segment de­
fined by [O,t]. As more data about the "world-line" is ob­
tained, the information increases towards the maximum re­
presented by (71). 

Each "dynamical object" can therefore be associated 

with a semigroup ( R -+- ,F I-not the usual physical 
choice7-and F - (T-{;omposible informations on L \ P) 
which are related to unitarily evolving measures on.rr G, (that 
vanish on .'Ta,n.Th ,)' In order to see more clearly the signifi­
cance of this model, consider the example of an atomic sys-
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tem which decays at time T. This system can be described by 
L ( P A I-the lattice of projections of a Hilbert space defining 
the atomic system- and L ( P D)-the lattice of projections 
of the Hilbert space defining the decay products. Then 

L (P) = [V ':[O,TlL (PA )] V ffi [V ,":rL (PD )] (75) 

is the "dynamical object." Note the dependence on T: 
A (F) = (0, T, 00 1 defines the corresponding information. We 
have ,To = L (P) and .Tr -::::. V '~T L (PD ). A measureJioon 
.'Yo acts, in fact, solely on V ':[O,TlL (PA ) since 
Jio:·Tor'k'/ r-'O. Note that JioUl; = 1) is ajoint measure on 
V ,:[o,T)L ( PA ) whose mar~nals on L ( PA ), define the dyna­
mically evolving "states" WA (t ) on dYA • The same remarks 
apply tOJiT on ,T r' It should be appreciated that the present 
description in fact extends the ideas of Pi ron [see Ref. 35, pp. 
117-119] and explains the lattice theoretic model for general 
irreversible systems in terms of information theory. 

The potentiality of the present viewpoint revolves about 
the interpretation of (71) as an information measure. If one 
knew precisely J, F, and L ( PI, (71) would be fixed and there 
would be complete knowledge of the "object." In reality, we 
can only infer J, F, and L ( P) from generally inadequate evi­
dence (or hypotheses). Thus, the role of information theory 
in the inductive process, described in the Introduction, can 
be exploited in the present context to seek estimates of J and 
A (F), e.g" if we fix 0; and the distinct L ( Pz )'S. We shall 
consider these applications elsewhere. 

V_ CONCLUSION 

In this paper we have attempted to provide a universal, 
intuitively reasonable axiomatic description of "entropy." 
Our approach takes seriously the information-theoretic in­
terpretation of "entropy," and explores the universal expli­
cation of this concept in the context of what might be called 
"algebraic measurement theory." Although we have not 
characterized our "entropy" species, we have found that 
with sufficient effort one can (more or less) recover the more 
common entropy formulas as special cases of our definition. 
Besides this encouraging result, we have discovered a sur-

prising relationship between semigroups on R + and Pir­
on's model for irreversibility. This, in conjunction with in­
formation-theoretic inference procedures, suggests a new 
(and relatively simple) way to devise models, etc. for irrevers­
ible processes. 

While this paper represents a first toddle in hopefully 
the right direction, it clearly leaves much work to be done. 
Most urgent, perhaps, is the incorporation of an appropriate 
"tensor product" in the scheme to describe compound ob­
jects whose components preserve a certain identity: The "en­
tropy" of such a compound system will evidently suffer re­
strictions similar to the usual (sub-)additivity that favors the 
logarithmic function in a central entropic role. Beyond this, 
one can establish a "communication theory" between such 
abstract "languages" which (among interesting social poten­
tials) could perhaps form the basis of a quantitative "meta­
theory" to compare distinct mathematical theories or phys­
ical models. We have already spoken at length of the more 
and more respectable techniques of information-theoretic 
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inference which provide the means to use the full "data-pro­
cessing" potential of a theory to predict based on observa­
tions-as well as defining useful criteria for the relevance of 
parameters within a theory. We anticipate that the "commu­
nication theory" envisioned will playa pivotal role in estab­
lishing the universal validity of a generalized MEFI7 and in 
removing the various difficulties it now suffers. 

In closing, we note that our axioms already disqualify 
certain candidates from the entropy zoo. In particular, we 
have pointed out that the classical and quantal "entropies" 
correspond to infinite global information (hi' 00 actually) 
when the "prior" information corresponds to an infinite 
measure. In fact, this illustrates the obvious: That in "real­
life" priors based on invariance over infinite spaces (Lebes­
gue measure classicalIy, infinite Hilbert spaces quantalIy) re­
quire an infinite amount of information to specify. In reality, 
one should account for the finite limits of the observable cos­
mos (operational view) by appropriately delimiting the 
priors. Otherwise, one must apparently seek other formulas 
for "entropy. ,,52 

Noted added in Proof We have discovered an omission 
in conditions (43)-(45): Further consequences of Axioms 2 
and 4 compel rp; (z) in (47) to vanish. Deletion of these axioms 
permits the representation (20) without - rP F(O, ... ,O), where 
rP F has real range and (19c) is not in force. In this case 
rp;(z) = z Inz is admissable in (47) and, since non-negativity of 
rpi is not essential in deriving (58) (see Ref. 51), we obtain 

F A A A A 

H (J I ,J2 ) = - ~iE/S (W,). If W;, Wi'S (W, »0 [M. B. Rus-
kai, Ann. Inst. H. Poincare 19, 357 (1973)] so that H r(J"J2 ) 

is monotonic (non-increasing) in "time" (Sec. IV). The error 
noted here does not effect any other result of this paper. 
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bridge U. P., London, 1973). 
49For details see R. Cirelli and F. Gallone, Ann. Inst. H. Poincare A 19, 7 
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(1973). If one prefers the algebraic method, one can utilize the fact that the 
projectors ofa W*-algebra form a "quantum logic" and use this "logic" as 
';;-u.' See V. S. Varadarajan, Geometry a/Quantum Theory, Vol. 1 (van 

Nostrand, Princeton, N.J., 1968). 
'oW. Ochs and H. Spohn, Rep. Math. Phys. 14,75 (1978). 
"S. G. Ghurye, Ann. Math. Stat. 38, 2056 (1968). 
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'2See Ref. 21 and E. T. Jaynes, IEEE Trans. Syst. Sci. Cyber. SSC-4, 227 
(1968). If vjil) < 00 (M = 2 context) in general unitary invariance will be 
lost. Thus, alteration of the "prior" from a "trace" to a weight (Ref. 50, fn. 
4) )YiIl nece~l!i!-Qly J!l0dify the form of the "entropy," since 
n(X) = m(TXT), T>O, is the new "Radon-Nikodym" Theorem. See S. 
Sakai, Bull. Am. Math. Soc. 71,149 (1951). 
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Recently, sufficient conditions have been established, characterizing Yang-Mills fields invariant 
under a space-time-dependent U(l) subgroup of the full gauge symmetry group SU(2). In this 
paper we make precise the meaning of the equations and extend the known solutions for larger 
classes of sources. 

PACS numbers: 11.30.Qc, 11.l0.Np 

I. INTRODUCTION 
There have been many attempts to generalize the 

t'Hooft monopole since its discovery. I 
The authors of Ref. 2 have studied solutions of a Yang­

Mills theory whose gauge potentials are invariant under 
gauge subgroup of the full gauge group, as is the case for the 
monopole. 

The purpose of this paper is to improve their solutions 
in such a way that they become regular outside a compact 
subset ofR3 (space) (see Sec. III) or R4 (space-time) (see Sec. 
IV). Section II recalls the ideas of Ref. 2 and the equations to 
be solved. Some remarks about the meaning of these equa­
tions are made. 

II. GENERALITIES 

Let us consider the Euclidean version of the Yang­
Mills theory with a triplet of Higgs scalars described by the 
Lagrangian density: 

L = - ktr(FI'YFI''') + !tr(Dl'tP )(Dl'tP) - V(tP), 

Fl'v =al'A v -ayAI' +i[AI'.Av ], (1) 

D1,tP = al'tP + i[AI"tP ], 

V(tP) = A qtrt,b 2 - a2
)2 (a = 1 in what follows), 

AI'=A~ai (p=0,1,2,3), (2) 

t,b = t,b iai, 

where 0'; are the Pauli matrices and A and a are constants. 
The corresponding equations of motion are 

DI'FI'Y = Ht,b,Dl'tP ], 

(3) 

ffDl'tP = - At,b (!trtP 2 - I). 

The ansatz ofBacry and Nuyts (see Ref. 2, B-N in what 
follows) consists in the construction of gauge potentials A . . I' 
mvanant under a U( 1) subgroup [with generator called G (x)] 
of the full gauge group SU(2); i.e., 

A~ =A1, = UAI'U-t -iUaI'U-', 

where 

U = U (x) = exp[iaG (x)]. (4) 

Taking an infinitesimal U, it is easy to see that AI' must 
be a function of the matrix G in such a way that 

DI' G =al' G + i[AI',G] = O. (4') 

Equation (4') requires that trG 2 be space-time-indepen-

dent. If we take the generator G (x) equal to the Higgs field 
tP (x) [G (x)=tP (x)] and if we normalize it such that it mini­
mizes the Higgs potential [V(tP ) = 0], the only equation of 
motion still to be satisfied is 

DI'FI'Y = O. (5) 

In Ref. 2 the authors construct AI' ' the solution ofEq. (4'), in 
terms of the matrix tP (x) and of an arbitrary classical vector 
field a!, (x): 

AI' = i [a!, t,b,tP ] + al'tP· (6) 

Furthermore, they express both Eq. (5) and the Bianchi iden­
tities as a Maxwell-like system: 

a~I'V =0, 

aI'El'vP<7i"u = 0, 
where 

(7a) 

(7b) 

(7c) 

The most general tP (x) compatible with Eq. (4') may be para· 
metrized in terms of two arbitrary functions w(x) and g(x): 

= ( g (1 - i)1/
2
e

i
"') 

t,b (l-il"ze-;w _g . 

With this parametrization!I''' takes a simple form [see (8c)). 
A completely regular and differentiable field tP (x) would 

be gauge-equivalent to a constant one 

and one would be topologically trivial. In order to obtain 
more interesting solutions, such as monopoles, B-N have 
solved a system like (7) by replacing the null source in Eq. (7a) 
[resp. 7(b)] by a localized and conserved electric (resp. mag­
netic) current, i.e., 

aJl'v = J;, (8a) 

ayEl'vpui"u = J';, (8b) 

!I''' = (a~ (U) (ayg) - (ayw) (al'g) + al' a" - ayal" (8c) 

Let us make some mathematical remarks about this 
system: 

(a) The current components J~ and J'; and the field 
components","" have to be considered as distributions over 
R3 (space) or R4 (space-time). Equations (8a) and (8b) togeth­
er with the condition!~v( 00) = 0 can be considered as defin­
ing","", given the currents. 

(b) The functions g and cv (and their derivatives) in Eq. 
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(8c) have to be taken as functions only in a domain D where 
they are differentiable and continuous, with DCR3 or R4

, 

depending on the solutions considered. 
In Ref. 2 B-N exhibit functions UI and g for various J; 

and for J;u = ° [the arbitrariness on all in Eq. (Sa) is suffi­
cient to allow its contribution to kill the electric currentJ ~]. 
But some of their solutions have singularities extending to 
infinity. They don't give an acceptable asymptotic behavior 
to the field if> (x). 

In the next section we construct solutions with accept­
able asymptotic behaviors for the specific forms of the mag­
netic current considered by B-N. 

III. STATIC SOLUTIONS 
The static hypothesis is characterized by 

J({tJ = J(g = 0, 

J;;' = P = p(V)4m5-\x), J7' = 0 (i = 1,2,3), (9) 

with p(x) a homogeneous polynomial in the space variables. 
Equation (8) then reduces to 

VA f = O=>f = - V V, 

V-f=p=?V= - p(V)(l/R), 

(lOa) 

(lOb) 

we choose for gland gl (r, and r2 are constants) 

gl = y,x,IR '/2, g2 = y1x21R 3/
2

, Ylh = 2A. (12') 

B. Magnetic quadrupole 
As shown in Ref. 2 the most general quadrupole can be 

obtained from a source p [see Eq. (9)] such that 

p = ax~ + f3x~ , q = 3(ax~ + f3x~) - (a + f3 )R 2, 
m

l 
=XIX~la-r3)/la+/3I, m

1 
=X2X~2/3-a)/la+/3I. (13) 

If a + f3 #0, gl and g2 are given by 

gl = y,(x7 + /3x~a - /31 R 5a)l/ln + /31, 

g2 = h(x;,+(3x~/3-aIR 5(3)1/1"+/31, 

( 13') 

In order for g I andg2 to be defined everywhere asymptotical­
ly we see that not all values of a, f3 are acceptable. In particu­
lar, they must satisfy the condition above (see Appendix): 

f3 la = (2/ - N)/(I + N), O<N<I, (14) 

with N an integer and I an odd integer. In the case 
a + f3 = 0, we may choose a basis such that 

P = AX,xz, q = 3Ax,x2, m l = x~ - x~, m2 = X" 

f = VUlAVg, (We) (15) 

with 

R 2 = X~ + X~ + X~ . 
Given V in the form (1 Oa,b), the first problem is to find two 
scalar functions with gradient orthogonal to V V. Let us note 
a property that we will use in the following: 

If pIx) and q(x) are two homogeneous polynomials of 
degree dsuch that 

V = p(V)(l/R ) = q(x)IR 2d+ I 

and if mIx) is a function such that 

Vm·Vq=O, 

then we have for t = (2d + l)/(d + 1) andg(x) = m(xlR ') 

VV·Vg=O. 

This property allows us to construct solutions UI and g 
of Eq. (10c) for the f considered by B-N. In each case we give 
g I and g2, two elementary g functions, defined in R3 (origin 
excepted) (R3

\ [OJ). The true functions UI and g may be ob­
tained as two continuous and differentiable functions of g I 
and g2 such that 

g =g(gl,gz) { :; 

Jg 
UI = UI(gl,g2) -J 

gl Jg2 

=1. ( 11) 

The functions UI and g are still regular in D = R3 \ [0 I; note 
that a possible choice is g = gland UI = g2 (or g = g2 and 
UI = gd. 

A. MagnetiC dipole 
In this case, using the same notation (d = 1) 

pIx) = AX3, q(x) = -Ax" ml(x) =X I, m2(x) =X1, (12) 
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gl = rl(x~ - x~)IR IOn, g2 = Y2x ,IR 5/3, 

rlr2 = 9,1. 14. (15') 

Furthermore, the hermiticity condition on 4> [see Eq. 
(7c)] requires 

g2<1. (16) 

Each function gi (i = 1,2) given above satisfies this last con­
dition outside the surfaces gy = 1 which are in each case in­
cluded in a compact set of R3

, e.g., the surface 

g~ = ~ .(x~ I R 3) = 1 ( 17) 

is included inside the sphere with radius R = (r d2
. 

Moreover, using Eq. (11), we can define an allowed 
tranformation (UI,g)--->(ll,G) such that 

G = tanhg, - 1 <G< + 1, (18) 

II = UI·(coshg)2, 

and hence the region in which (16) is satisfied is the full R' 
space, origin excepted. This is the crucial point of this paper. 
To repeat: the transformation (IS) guarantees the existence 
of a Hermitian Higgs field regular in R' \ [ ° j. 

Note: In the dipole case, B-N have taken as UI 

( 19) 

This function has a geometrical significance, but unfortu­
nately it introduces singularities of if> along the X, axis. 

IV. NONSTATIC SOLUTIONS 
We will consider magnetic current of the form 

J;~ = P,JV')[ 2r84(x)], (20a) 

(Y' J';: = 0, V' = V'v = (J 1,J2,B3,J4 ), (20b) 

where the Pit (x) are four polynomials of degree d in the vari­
able x = (X I,X2'X1,X4 ) constructed in agreement with (20b). 
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Equation (8a,b) are solved if 

J;,v = €1"{3p"Jpp,,(V)(l/R 2). (21) 

Equation (8c) introduces the following requirement which 
restricts also the possible choices of the polynomials PI": 

€l"vp"~Jp,, = 0. (22) 

In the following, we present solutions (UJ and g) correspond­
ing to the choices of PI' : 

PI' = a(O,O, - X4,x3)==ap~N, 

Pit = (axl)p~N, 

Pit = y(ax~ + /3x~ )p~N, 

(23a) 

(23b) 

(23c) 

Pit = (fJx~ + yx~ + 8x~, - /3x IX 2' - yx IX3, - 8x IX4). 

(23d) 

These particular forms for the current have been chosen in 
cannonical space-time positions in such a way that they 
obey the condition (22). We have not been able to find a 
general condition for polynomials with arbitrary degree. 

Below we write the solutions [up to a transformation 
like ( 11)] for the different cases. 

(a) Now R 2 = x~ + x~ + x~ + x~: 
gl=A. lx/R 2

, g2=A.2x2IR2, A. IA. 2=4a. (24a) 

The solution called the dipole ephemeron in Ref. 2 can be 
obtained in its original form by the transformation (1 i): 

UJ = arctanG~ !:), g = 2a [ ~)2 + ~:)21; (24b) 

but it is singular if x I = X 2 = ° and hence (24a) is a better 
form. 

(b) g=2ax2IR 2
, UJ=(2xi +2x~ -x~ -x;)lR4. 

(2S) 

In these two cases the solutions are acceptable asymptotical­
ly, a transformation like (19) giving a Higgs field Hermitian 
and regular on all space-time except the origin 

(c) Ifwe suppose a + /3 #0 (the case a + /3 = ° is com­
pletely treated in Ref. 3), the solutions can be written 

x
2
yn, 

g,=A. , x , yn'/(R 2 )m" g2=A.2(R2)m,' ,.1,1,.1,2= -8y, 

with a + /3 = I, we obtain 

1-6a z 6a-S 2 2 2 
Y = ---XI + ---X2 + X3 + X 4 , 

1+6a 7-6a 

6a + 1 
n l =--4-' 

7 - 6a 
m 2 =---· 

2 

S -6a 
n2 =--4-' 

6a + I 
m l =--2-' 

(26) 

(27) 

For the same reasons as for the magnetic quadrupole [see 
(14)] these solutions are regular asymptotically ifand only if 

a = (4N +1)161, O<"N<] (28) 

with N an integer and I an odd integer. 
(d) g = 2x1[ - 8)X~8 - (3)xif - l)), 

(29) 

It is easy to see that the function g is asymptotically singular 
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somewhere because the sum of the exponents is zero. Hence 
one at least must be negative. Even so this solution is interes­
ing because it is the only known solution which has no cylin­
drical symmetry in the (xj ,x4 ) hyperplane. 

Moreover, for specific values of the constants /3,y,8 we 
have been able to find a transformation like (11) allowing the 
new functions UJ' andg' to be defined everywhere outside the 
origin point. 

Let's choose 

(8 - y,/3 - 8,y - (3) 

= [l/(N + N' + N ")](2N - N - N', 

2N' -N -N",2N" -N -N'), 

where N, N', N" are integers. Then 

g'=gol', UJ'=UJ'-P/(l-p) 

are as required above, provided 

(30) 

(31) 

P = 1- (N + N' + N"/3I), I>N,N',N", (32) 

The integer 1 being odd for the same reasons as before. 

V. CONCLUSION 
We have obtained in this paper a number of new classi­

cal solutions invariant under a U( 1) subgroup of an SU(2) 
gauge theory. 

We now list two open questions which we hope to solve 
in the near future: 

(a) generalization of static and nonstatic solutions to all 
possible pointlike sources; 

(b) generalization to larger groups of the basic 
equations.4 
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APPENDIX 
In general for any positive number r, the real function 

fix_x r (AI) 

is defined over the fulllR provided that r is a rational of the 
reduced from 

r=N11 (A2) 
with N an positive integer, I an odd positive integer. So, in 
order for the functions gl and g2 [see (13')] to be real asymp­
totically for positive as well as negative values of x,, the ex­
ponents of X3 have to be of the form [see (A2)] 

0<,,(2a -(3)/(a +(3) = Nil, (A3) 

0<,,(2/3 - a)l(a + (3) = 1 - N II = (I - N)lI. (A4) 

This implies 

/3la = (21 - N)I(I + N) 

and clearly from (A3) and (A4) 

(AS) 

° <" N<" I. (A6) 
This establishes formula (14). The same argument can be 
used to prove (28) and (32). 

'G. t'Hooft, Nuel. Phys. B 79, 276 (1974). 
'H. Bacry and J. Nuyts, Nuel. Phys. B 151, 469 (1979). 
'Y. Brihaye and R. M. Dubois, (to be published). 
4y. Brihaye, J. Nuyts, and A. Taormina, (in preparation). 
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In this paper we consider a basis for N boson states classified by the chain of groups 
U(6):) U(3)::l U(2)::l U( 1). We determine analytical expressions for the matrix elements of the 
boson creation and annihilation operators, as well as for the U(6) generators, with respect to that 
basis. For such purpose, we use the Wigner-Eckart theorem with respect to U(3) and calculate the 
reduced matrix elements of the appropriate irreducible tensors from their matrix elements 
between highest weight states. Then we apply the transformation brackets from the chain 
U(6):)U(3)::l U(2):) U(I) to the physical chain U(6PSU(3PSO(3PSO(2) to obtain the matrix 
elements of the above-mentioned operators in a basis corresponding to the latter. The matrix 
elements so determined can be used either in the nuclear interacting boson model of Arima and 
Iachello or in the microscopic nuclear collective model of Vanagas et al. 

PACS numbers: 21.60.Fw, 21.60.Cs, 02.20.Nq, 02.20.Qs 

1. INTRODUCTION 

In nuclear physics authors of recent developments have 
paid much attention to the basis states of the symmetrical 
irreducible representation (IR) [N] of the unitary group U(6). 
The U(6) group has been introduced in various ways with the 
purpose of giving a unified description of collective states in 
nuclei. In the work of Dzholos, Donau, and Janssen, I and 
later in that of Arima and Iachello,2 the U(6) group is used in 
connection with active bosons, created by coupled pairs of 
fermions. In the work of Va nag as and co-workers," it is de­
fined as acting on the six collective variables that can be 
formed from bilinear products of Jacobi coordinates. Al­
though in this paper we shall adopt the language of Arima 
and Iachello's interaction boson model and therefore speak 
of sand d bosons, the results as obtained will be also valid for 
the other approaches. 

Three chains of subgroups of U(6) are considered, 
namely, 

and 

U(6)::l U(5)::l SO(5)::l SO(3)::l SO(2), 

U(6)::l SU(3)::l SO(3)::l SO(2), 

U(6) ::lSO(6)::l SO(5)::l SO(3):::J SO(2). 

(1.1) 
(1.2) 

(1.3) 

The chain (1.2), to be considered here, corresponds to the 
limit of the axial rotor of the Bohr and Mottelson geometri­
cal mode1. 4 

The knowledge of the matrix elements of various opera­
tors with respect to the basis corresponding to the chain (1.2) 
is required. In the interacting boson model, such operators 
are for instance the boson creation and annihilation opera­
tors, which connect nuclei differing by a pair of nucleons, 
and the generators of U(6), in whose terms the most general 
interaction can be expressed. 

In a recent work,:; Castanos, Chacon, Frank, and Mo­
shinsky show that the basis states of the IR [N], classified 

'''Maitre de recherches F.N.R.S. 

according to the chain (1.2), can be obtained from those clas­
sified according to the chain (1.1) by diagonalizing the ma­
trix of the operator 

+2 2: (- 1 )mQm Q. m • ( 1.4) 
m = -- 2 

Here Qm (m = ± 2, ± 1,0) are the components of the qua­
drupole operator, which, together with the components of 
the angular momentum Lr(r = ± 1,0), form the generators 
ofSU(3) classified by the subgroups SO(3PSO(2). One can 
then proceed in the basis corresponding to the chain (I. 1), 
which has been extensively studied,5,6 and calculate the ma­
trix elements of all relevant operators in that basis. 

With this paper, we propose an alternative approach, 
where the matrix elements of the operators under consider­
ation are determined in the canonical basis for U(3), corre­
sponding to the following chain of groups 

U(6PU(3PU(2)::lU(1). (1.5) 

The matrix elements in the basis corresponding to the chain 
(1.2) can then be deduced with the help of the well known 
transformation brackets between the two basis. 7

,K In this 
way, one can get analytical expressions for the relevant ma­
trix elements as opposed to the numerical values which re­
sult from the diagonalization procedure used in Ref. 5. Ana­
lytical expressions may be quite useful in some respects. This 
point will be illustrated in a forthcoming paper, where the 
formalism developed in this work will be applied to the study 
of the shape of nuclei in the rotational collective mode!.'> 

In the next section, we begin by defining our notations 
for the generators of the groups appearing in the chains ( 1.2) 
and (1.5). The following three sections are then concerned 
with the calculation of matrix elements in the chain (1.5), In 
Sec. 3, we discuss the construction of the basis states of a 
symmetrical IR of U(6) in that chain. In Secs. 4 and 5, we 
obtain the matrix elements of the boson creation and annihil­
ation operators and of the U(6) generators, respectively. Fi­
nally, in the concluding section, we indicate how to express 
the matrix elements in the chain (1.2) in terms of those in the 
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chain (1.5) by using the transformation brackets between the 
two basis. 

2. THE CHAINS U(S):)SU(3):::>SO(3):::>SO(2) AND 
U(S):::> U(3):::> U(2):::> U(1) 

We shall start by giving the notations required for the 
generators of the groups contained in the chains (1.2) and 
(1.5). Let us begin with the physical chain (1.2).5 The creation 
operators of sand d bosons are denoted by r; and YJ m 

(m = ± 2, ± 1,0), respectively, and the corresponding 
annihilation operators by t and S m (m = ± 2, ± 1,0). Here 
m is the projection of the dboson angular momentum on the 
quantization axis. On occasions, we shall use the single 
symbols 

YJlm(l = 0,2, -1<,m<J), YJoo = YJ, YJ2m = YJm, (2.1) 

and 

s/m(1 = 0,2, -I<,m<,l), soo = t, S 2m = S m, (2.2) 

to designate the whole set of creation or annihilation opera­
tors, respectively. 
In terms of those operators, the generators ofU(6) are 
written 

C(;'~~m' = YJlmS/'m', I = I' = 0,2. 

The three generators ofSO(3) are given by 

LT = ~6I (2mlrI2m')YJm'sm 
mm' 

= ~5/2 I (2m2m'IIr)(YJmSm' - YJm'Sm)' 
mm' 

r = ± 1,0, 

(2.3) 

(2.4) 

where (I) is an ordinary SU(2) Wigner coefficient, and the 
covariant form of the annihilation operators is defined by 

(2.5) 

The operator L o generates SO(2). 
To get the generators of SU(3), one has to add to the 

threecomponentsLT(r = ± 1,0) of the angular momentum, 
the five components of the quadrupole operator defined by 

Qm = - J 817/15 I I (21 'm'l rY2m(8,(j? )1 21 "m") 
l'm'I"m" 

XYJI'm'S/"m" = J7!3 [1]Xsl~ + 21j3(r;Sm + YJmt), 

m = ± 2, ± 1,0. (2.6) 

Here the ket 121m) is a two-quantum harmonic oscillator 
state with the angular momentum and projection indicated, 
while [1] X s 1 ~ is defined by 

[1]Xsl~ = I (2m'2m"12m)YJm'Sm'" (2.7) 
m'm" 

Let us pass on to the canonical chain (1.5). As the group 
theoretical structure of the interacting boson model is simi­
lar to that of the many-fermion spectroscopy in the 2s-Id 
shell of the three-dimensional harmonic oscillator, which 
was extensively discussed many years ago, 10.11 the results 
obtained for the latter case can be applied to the former one, 
provided fermions be replaced by bosons. 

In the corresponding harmonic oscillator problem, II 
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the six two-quantum states are obtained by distributing the 
two quanta over the three one-quantum states a+ q 10), 
where a + q (q = ± 1,0) denotes the spheri~al components of 
the one-quantum creation operators, and 10) is the oscillator 
ground state. The two-quantum states are denoted by 
In Inon_I)' where nq (q = ± 1,0) is the number of quanta of 
the type a + q' and n I + no + n _ I = 2. They form a basis of 
the IR [200] of the symmetry group U(3) of the harmonic 
oscillator in the chain U(3PU(2PU(I). This U(3) group is 
generated by the operators 

c q q' = a+ qa
q

', q,q' = ± 1, O. (2.8) 

If we choose to enumerate the values of the index q in 
the order 

q_i: + 1_1, 0-2, - 1_3, (2.9) 

the states I n I non _ I) can be identified with the Gel'fand 
states 

2 0 

n l + no 0 (2.10) 

n l 

If moreover we enumerate the states of the IR [200] in the 
order of decreasing weight, they can be represented by a 
single index,u, which takes the values,u = 1,2, ... , 6: 

(110)_2, 

(011)---+5, 

Finally, the relations between the states 

(101)_3, 

(002)-6. 
(2.11) 

l,u) = In Inon _I )and the two-quantum states 121m), classi­
fied according to the chain SU(3PSO(3PSO(2), can be de­
duced from Eq. (6.21a) of Ref. 11 and written: 

11) = 1222), 12) = 1221), 

13) = 3- 1/2(1220) + J21 200»), 
(2.12) 

14) = 3-1/2(j21220) -1200»), 

15) = 122 - 1), 16) = 122 - 2). 

In a similar way, we define boson creation operators Sll' 
,u = 1, ... , 6, classified according to the chain (1.5), by the 
following relations: 

;1 = YJ2, ;2 = YJI' ;" = 3- 1/2(YJo + fiTj), 

(2.13) 

;4 = r 1I2(J2YJ() - 1]), ;5 = YJ - I' ;0 = YJ -2' 

The corresponding annihilation operators are denoted by 
; 1-: ,,u = 1, ... , 6. Let us note that these definitions essentially 
depend upon the enumeration conventions (2.9) and (2.11), 
and should be accordingly transformed when different con­
ventions are chosen. 

Using the creation and annihilation operators Sil and 
; 1-: , it is now straightforward to write the generators of the 
groups appearing in the chain (1.5). The generators of U(6) 
are given by 
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j.L,j.L' = 1,. .. ,6, (2.14) 

and are of course different from those defined in Eq. (2.3). To 
obtain the generatorsofU(3), it is again useful to consider the 
corresponding harmonic oscillator problem. In this case, the 
U(3) subgroup ofU(6) is a realization of the symmetry group 
of the harmonic oscillator, acting in the two-quantum state 
space. Its generators Cq q' ,q, q' = ± 1,0, are therefore de­
fined in terms of the generators ofU(6) byll 

6 

Cq q' = I (Plcq q'Ij.L')CG J1-J1-'. (2.15) 
J1-.J1-'~ I 

Using the enumeration convention (2.9), they can be rewrit­
ten as C/, i,j = 1,2,3. Explicit expressions for these opera­
tors are contained in Eq. (7.17) of Ref. 11. We reproduce 
them here: 

CI
2 = V2CG 12 + V2'G' 24 + 'G' /, 

C I
3 = V2'G' 13 + 'G' / + V2'G' 36

, 

C2
3 = 'G' / + V2CG / + V2'G' 56, 

CII =2'G'11 + 'G'/+ CG/, 

c/ = CG / + 2'G' 44 + CG 55, 

C/ = 'G' / + 'G' / + 2'G' 66, 

C2
1 

= V2'G' / + V2CG 42 + CG /, 

c/ = V2'G' / + CG / + V2'G' 6 3
, 

c/ = CG / + V2CG 54 + V2CG 6 5
• 

(2.16) 

Equation (2.16) may be applied to the generators of the U(3) 
group in the case of the interacting boson model as well. The 
generators of the U(2) and Uti) subgroups are then obtained 
from those of U(3) by restricting i,j to the values 1,2, or 1, 
respectively. 

The generators of all the groups appearing in the chain 
(1.5) have thus been defined, so that we are now in a position 
to construct N boson states characterized by IR's of the 
chain of groups (1.5). 

3. BASIS STATES OF THE IR [N] OF U(6) IN THE CHAIN 
U(6):J U(3):J U(2):J U(1) 

Since Elliott's pioneering work on the nuclear 2s-1d 
shell, IO it has been well known that the IR's ofU(3) contained 
in the IR[N] ofU(6) can be characterized by a partition 
[h Ih2h3], hi >h2>h3>0, where the values of hi' h2, and h3 are 
restricted by the conditions 

(3.Ia) 

and 

(3.1b) 

The last one is clearly connected with the fact that the first­
order Casimir operator ofU(3) is equal to twice that ofU(6): 

(3.2) 

The IR's ofU(3) can be also characterized by three nonnega­
tive integers x, y, and z, satisfying the condition 

x + 2y + 3z = N. (3.3) 

The relation between hi' hz, h3 and x, y, z is given by 

1484 J. Math. Phys., Vol. 22, No.7, July 1981 

hi = 2x + 2y + 2z, hz = 2y + 2z, h3 = 2z. (3.4) 

Nboson states characterized by IR's ofU(3), U(2), and U(I) 
are just the usual Gel'fand states of the U(3) group 

h 13 h23 

(3.5) 

with the only restriction that hi} = hi (i = 1,2,3) satisfy the 
conditions (3.1). To construct the states (3.5), it is sufficient 
to build the highest weight state (hws) of the IR [hlhzh}], 

hi h2 h3 

hi h2 h')~ hi h2 
hws 

(3.6) 

because the other states can be obtained from it with the help 
of lowering operators. II 

The hws (3.6) is associated with the Nth degree polyno­
mial in the (;J1- 's, PN ({;J1-)' which is a simultaneous solution of 
the equations 

C/PN ({;J1-) = h j PN ({;J1-)' i = 1,2,3, 
(3,7) 

C/PN ({;/,) = 0, 1 <.i<j<.3, 

where the C/ are interpreted as first-order differential opera­
tors. Some years ago, it was shown by Perez l2 that the solu­
tion ofEq. (3.7) leads to the following expression for the hws 
(3.6): 

hws 

h3) = 2x + 2y + 2z 2y + 2z 2Z) 

hws 
= o/V(x,y,z){;IXPZZIO), (3.8) 

in terms of the polynomials (;p Y, and Z associated with the 
hws of the IR's [200], [220], and [222] ofU(3), respectively. 
Explicit expressions for Yand Z are given by 

{;I 

Y= 
1 

J2{;2 
(3.9) 

{;4 

and 

{;I 
1 I 

-{;2 J2{;3 
J2 

1 
Z= J2{;2 

I 
{;4 ~{;5 (3.10) 

'1/ 2 

1 
J2{;3 

I 
J2{;5 (;o 

It only remains to determine the normalization coeffi­
cient A/,(x,y,z) in Eq. (3.8). This can be achieved by using a 
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method similar to that explained in Ref. 7. (Normalized hws 
have also been derived independently by Vanagas et al. 13 ) 
We only quote hereafter the final result. leaving the complete 
derivation for Appendix A: 

. !·(x.y.z) = 2Y + Z[x!y!] -- I 

X [(2x + I)!(2y + I)!(x + y)!(x + y + I)!(y + z)!J 112 
X [z!(2x + 2y + I)!(2y + 2z + I)! 
X(x+y+z+I)!]-I12. (3.11) 

The other states of the IR [h Ih2h3] can now be written in 
terms of the hws as follows": 

(3.12) 

In Eq. (3.12). the lowering operators are given by 

L Z
I = C2

1
• 

L3 1 =C3
1(C I

I -C/+ 1) + CZIC/. 
L/=C/ . 

and the normalization coefficients by 

(3.13) 

N h"h" - [(h h )'(h - h )'1 - 1/2[(h - h }'1112 h" - 12 - 11' 12 22 • II 22' • 

N~:~j,~; = [(hi - hd!(hl - h22 + I)!(hz - hd!(h, - h2)! 
X (hI - h3 + 1)!(hz - h3)!] - '12[(h,Z - hn + I)! 
X (hl2-hz}!(h'2-h3+ I)!(hzz-h3}!]lIz. (3.14) 

Let us note that the relative phase of the states (3.12) has been 
chosen in such a way that the matrix elements of C3

2 are 
nonnegative. 

In the following two sections. we will proceed to the 
calculation of the matrix elements of some operators with 
respect to the N boson states that have been introduced in 
this section. 

4. MATRIX ELEMENTS OF THE BOSON CREATION AND ANNIHILATION OPERATORS IN A SYMMETRICAL 
U(6)::> U(3)::> U(2)::> U(1) BASIS 

Let us first consider the matrix elements of the creation operators; I' • f-l = 1 •...• 6. These operators transform according to 
the IR [200] of U(3). We shall denote the components of the corresponding irreducible tensor (IT) T [200] by 

2 0 

T r o (4.1) 

t 

The component with r = t = 2. corresponding to the hws of the IR. is proportional to ;1' We choose to normalize the IT in 
such a way that 

2 0 

T 2 o (4.2) 

2 

The remaining components of the IT are then deduced from Eq. (4.2) by applying an equation similar to Eq. (3.12). The various 
components of the IT so obtained are listed in Table I. 

The matrix elements of the IT T [200] between Nboson states of the type (3.12). 

T ABLE I. Boson creation and annihilation operators as components of the IT's T [200] and T [00 - 2]. 

{ 
0 

) { 
0 -') r r 0 0 -r 

-£ 

2 2 ;-, ;-,+ 
2 I ;-2 -;-2 + 
2 0 ;-. ;-.+ 

I ;-3 ;-3 + 
0 ;-5 ;-+ - 5 

0 0 ;6 ;-6+ 
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h' I 

h'I2 

h'll 

h '22 

h' 3 2 

T 

are different from zero only when 

and 

h 'I = hi + 2, h' 2 = h2' h' 3 = h3' 

orh'l=hl' h'2=hz+2, h'3=h3' 

orh'l=hl' h'2=hz, h'3=h3 +2, 

h '12 + h '22 = hl2 + hn + r, 

h 'II = h II + t. 

o 

r o (4.3) 

(4.4a) 

(4.4b) 

The nonzero matrix elements can be calculated using the Wigner-Eckart theorem with respect to the U(3) group, which 
is written as 

h' 2 h '3 0 hi h2 h3 

h'l2 h '22 r 0 hl2 h22 = (h 'Ih 'zh '311 T [200] Ilhlh2hl) 

h'll hll 
h' I h '2 h '3 h'l-h l hi h2 

h 'I + h '2 - hi - h2 0 

X h'I2 h '22 2 0 0 hl2 h22 (4.5) 
r 0 

h ')) t hi, 

In the right-hand side of Eq. (4.5), the first factor is a U(3) reduced matrix element, and the second one is an SU(3) Wigner 
coefficient. For the latter, we use Biedenharn's notations, 14 where 

( 
h'l - hi ) 

h " + h '2 - h, - h2 0 
is an operator pattern, which is entirely determined by the initial and final IR's ofU(3), as the Kronecker product 
[h,h2h3] X [200] is multiplicity free. The SU(3) Wigner coefficient can be factorized into an SU(3) reduced Wigner coefficient 
and an ordinary SU(2) Wigner coefficient: 

h' I h '2 h' 3 h',-hl hi h2 

h 'I + h '2 - h, - h2 0 

h'I2 h '22 2 0 hl2 h22 

r 0 

h 'II hll 

h' ) h '2 h' 3 h',-hl h) h2 

h'l+h'2-hl-h2 0 

h "2 h' 22 2 0 0 h12 h22 

r 0 

h'I2 h'12-h12 h12 

(4.6) 

The SU(3) reduced Wigner coefficients, contained in Eq. (4.6), were tabulated by Hecht, '5 so that the only quantities left for 
determination in Eq. (4.5) are the reduced matrix elements of the IT. When using Hecht's tables, one must take into account 
that they were established with a phase convention for the states of the U(3) IR's which was different from the one adopted in 
the present work. Hecht indeed chose the matrix elements ofC3

1 to be nonnegative, instead of those ofC3 2. The states of the IR 
[h,h2h3] therefore contained an additional phase ( - l)h, - h" with respect to our choice, defined in Eq. (3.12). As a conse-
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quence, the values of the SU(3) reduced Wignercoefficients, tabulated by Hecht, have to be multiplied by ( - l)h" - h '" + h, - h" 

before they can be usedin Eqs. (4.5) and (4.6). 
The calculation of the reduced matrix elements of the IT T[2oo] can be carried out by applying Eq. (4.5) to hws in both 

bra and ket. From Eq. (4.4b), the values of rand t are then found to be equal to 

r=h l .+h '2 -h.-h2 and t=h'.-h •. (4.7) 

The matrix element of the left-hand side ofEq. (4.5), 

2 0 0 

h '2 h '3 h. h2 
T (4,8) 

hws hws 

h'.-h. 
can be computed from the explicit expression of the hws, contained in Eq. (3.8). According as [h I.h '2h ' 3] = [h. + 2h2h3 ], 

[h.h 2 + 2h3] or [h.h2h3 + 2], the component of the IT appearing in Eq. (4.8) is ;., ;4' or ;6' It can be shown that the matrix 
elements (4.8) can be expressed in terms of normalization coefficientsff(x,y,z) corresponding to various sets of values ofx,y, 
and z. As an example, the case of the matrix element of ;4 is treated in Appendix B. The complete results for the matrix 
elements (4.8) are given in Table II. 

It is now straightforward to obtain the reduced matrix elements of T [200] by dividing the matrix elements (4.8) by the 
SU(3) Wigner coefficients (4.6) corresponding to hws. The results are contained in Table III. 

Once the matrix elements of the boson creation operators have been obtained, those of the annihilation operators are 
given in terms of them by the following Hermitian conjuguate relation: 

h'n 

h' , 
h22 hI2 

h3)=(h' 

h'" hll hll 

h, h' , 

Equation (4.9) leads to a relation between the corresponding reduced matrix elements. 
h'll 

h' 2 '} (4.9) 

To establish this relation, it is first necessary to express the annihilation operators in terms of an IT. It is clear that the 
annihilation operators transform according to the IR [00 - 2] ofU(3) and that;6 + is of highest weight. Let us choose the 
normalization of the IT T [00 - 2] in such a way that 

o o -2 

T o o (4.10) 

o 
Then it is straightforward to see that the remaining components of T [00 - 2] are as given in Table I. They are related to the 
components of T [200] by the following equation: 

') \' h' h' 2 3 

h' h' h' , 2 ., 
hws hws 

h, + 2 h2 h, [ (x + 1)(2x + 2y + 3)(x + y + z + 2)] '/2 
(2x + 3)(x + y + 2) 

h, h2 + 2 h, [2x(Y+ 1)(2Y+2Z+3)r2 

(2x + 1)(2y + 3) 
h, h2 h,+2 [Y(2x+ 2y+ I)(z+ 1)1"2 

(2y+ I)(x+y+ I) 
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TABLE III. Reduced matrix elements of T [2(0). TABLE IV. Reduced matrix elements of T [00 - 2). 

h' , h " h', (h ',h '2h ',II T[2(0)llh ,h,h,) h' , h '2 h' , (h ',h '2h ',IIT[OO - 21Ilh,h2h,) 

h, + 2 h, h, 
[(X+ 1)(2X+2Y +3)(X+ Y +Z+2)j'12 

h, - 2 h2 h, [X(2x+2Y + I)(x+y+z+ l)j'12 
(2x + 3)(x + Y + 2) (2x -I)(x +y) 

h, h, +2 h, [2xLY+ 1)(2y +2Z+3)r' h, h2 - 2 h, [ 2(x + l)y(2y + 2z + I) r' 
(2x - 1)(2y + 3) (2x + 3)(2y - I) 

h, h, h,+2 
[Y(2x + 2y + I)(z + I) j'/' 

(2y-l)(x +y) 
h, h, h,-2 [ LY + 1)(2x + 2y+ 3)Zr' 

(2y + 3)(x + y + 2) 

o o + 

o -r = (_1)'+1 T r o (4.11) 

-t t 

Finally, when combining Eq. (4.11) with the following symmetry relation of the SU(3) reduced Wigner coefficients, 15 

h' 2 

h' I 

h'l-h\ 

h ' I + h '2 - h \ - h2 0 
200 

r 0 

= (_I}11/3 I1h,-2h,+h,-h',+2h',-h',,-21-h,+h"[ 

hi 
dim([h lh2h3])(h'l - h'2 + 1) ]112 
dim([h 'Ih '2h '3])(h l - h2 + 1) 

hi h2 h3 hl-h'l 

o h l +h2 -h'l-h'2 

X hi h2 0 0 - 2 
o -r 

where 

h' 2 

h' I 

(4.12) 

(4.13) 

is the dimension of the IR [h \h2h3], Eq. (4.5), written for hws, leads to the relation between reduced matrix elements of T [200] 

and T [00 - 2], that we were looking for: 

(h 'Ih '2h 'lIIT[OO - 2]llhlh2h3) 

= [ dim([h lh2h3]) ]1/2(h hoh IIT[200]llh' h',h'). (4.14) 
dim([h 'Ih '2h 'J]) I - 3 I - 3 

In deriving Eq. (4.14), we have used the fact that the phase 
( _1)11/3 I1h,-2h,+h,-h',+2h',-h',-21 

is equal to + 1 forIR's [h ' Ih ' 2h '3] satisfying Eq. (4.4a). The reduced matrix elements ofT[OO - 2], calculated by means ofEq. 

(4.14), are listed in Table IV. 

5. MATRIX ELEMENTS OF THE U(6) GENERATORS IN A SYMMETRICAL U(6)::J U(3)::J U(2)::J U(1) BASIS 

The method that is going to be used to calculate the matrix elements of the U(6) generators is essentially the same as that 
devised in the previous section for the matrix elements of the boson creation and annihilation operators. There are however 
two additional difficulties with respect to the previous case: first the U(6) generators do not transform irreducibly under U(3), 
so that one has to separate them into IT's, and secondly the Kronecker products ofIR's ofU(3), that appear when considering 
matrix elements of those IT's, are not multiplicity free. 

Let us begin by organizing the U(6) generators into IT's with respect to U(3PU(2PU(I). The U(6) generators are the 
products of a boson creation operator transforming according to the IR [200], and an annihilation operator transforming 
according to [00 - 2]. Therefore they can be separated into three IT's with classification [000], [10 - 1], and [20 - 2], 
respectively. The [000] IT is just the first-order Casimir operator, l:1' '(f 1'1', of U( 6) [or the first-order Casimir operator, l: i C/, 
ofU(3), owing to Eq. (3.2)]. The [10 - 1] IT is made of the eight generatorsofSU(3), obtained from the generators (2.16) ofU(3) 
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by dropping the trace ~iC/ Finally, the [20 - 2] IT is made of the 27 remaining independent linear combinations of the 
generators. Its components, denoted by 

o 

s (5.1) 

t 

are listed in Table V. They have been chosen in accordance with Eq. (3.12) and with the normalization convention 

o 

o (5.2) 

2 

As the matrix elements of T [000] and T [10 - 1] are well known, II we only need to calculate those of T [20 - 2], i.e., 

2 o 

T r s 

h'll t hll 

The latter differ from zero only when either of the following conditions is satisfied, 

h 'I = hI + 2, h' 2 = h2' h' 3 = h3 - 2, 

h'l=hl+2, h'2=hz -2, h'3=h3' 

h'l=hl' h'z=h2+2, h'3=h3-2, 

h'l=h l, h'2=h2, h'3=h3, 

h'l=h l, h'2=h2 -2, h'3=h3+ 2, 

h'l=hl-2, h'2=hz+2, h'3=h 3 , 

h ' I = hI - 2, h' 2 = h2' h' 3 = h3 + 2, 

and when moreover 

h '12 + h '22 = h12 + hn + r + s, 

and 

h 'II = h II + t. 

(5.3) 

(5.4a) 

(S.4b) 

(S.4c) 

(S.4d) 

(S.4e) 

(S.4t) 

(S.4g) 

(S.5) 

In the calculation of the nonzero matrix elements, the multiplicity problem only appears for the diagonal case, corre­
sponding to Eq. (S.4d): the multiplicity of the IR [h 'Ih '2h '3] in the Kronecker product [h Ih2h3] X [20 - 2] is indeed equal to 
three for [h ' Ih '2h '3] = [h Ih2h3], and one in the remaining cases. 

The Wigner-Eckart theorem for the matrix elements (S.3) is written 

h'12 

h' 3 2 

r 

= 2. (h 'Ih '2h ',II T [20 - 2;(y)] Ilhlh2h3) 
()') 

X h'12 h '22 

where 

1489 

(y)=( 
Y12 

YII J 
J. Math. Phys., Vol. 22, No.7, July 1981 

o 

s 

(y) 

o -2 
r s 

(S.6) 
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is an operator ~attern. 1.4 As can be s~en in Table VII, it is entirely determined by the initial and final IR's in the nondiagonal 
cases, whereas In the diagonal case It takes the three following values: 

(y) ~ C 0 J' ( 0 _ J ' and ( 0 _ J . 
The factorization of the SU(3) Wigner coefficient now becomes: 

h' I h' 2 h' 3 (y) hi h2 

h'12 h' 22 0 hl2 h22 
r s 

h'lI hll 

h' 3 (y) 

h '22 2 o -2 
r s 

h'12 h'12-hI2 hl2 

X q(h l2 - h22 ) hi I - !(h I2 + h22 ) !(r - s) t - !(r + s)I~(h '12 - h '22) h 'II - !(h '12 + h '22)' (5.7) 

As the IR [20 - 2] ofU(3) is equivalent to [42] when considered as an IR of SU(3), the SU(3) reduced Wigner coefficients 
needed in Eq. (5.7) are equal to those where one of the R's is [42]: 

YII 

h' I h " h' .1 YI2 Yn hi h, h, 

h'l' h '22 2 0 -2 hl2 h" 

h'l' r hi, 

h'12 -h12 

YII + 2 

h 'I + 2 h '2 + 2 h', + 2 Y12 + 2 Y22 + 2 hi h2 h, 

h '12 + 2 h '22 + 2 4 2 0 hl2 h" (5.8) 

r+2 s+2 

h'12-h12+2 

The latter were tabulated by Castilho Alcaras, Biedenharn, Hecht, and Neely. 16 Their values may be introduced directly into 
Eq. (5.7) as the phase convention chosen by these authors for the states ofthe U(3) IR's coincides with that used in the present 
paper. 

Let us turn now to the calculation ofthe reduced matrix elements of T [20 - 2]. We shall treat first the nondiagonal cases, 
leaving for later the diagonal one, where there is a multiplicity problem. We have to actually compute one half of the 
non diagonal reduced matrix elements as it is clear that the other half can be deduced from it by using the hermiticity property 
of the IT: 

2 o + o 

T r s = (- l)'+S+IT -s -r (5.9) 

-t 

So let us consider the cases (5.4a,b,c). When taking hws in both bra and ket in Eq. (5.6), it turns out that the values ofr, s, 
and t, compatible with Eqs. (5.1) and (5.5), are entirely fixed by the initial and final U(3) IR's. The evaluation of the matrix 
element of the left-hand side ofEq. (5.6) then leads to the determination of the unique reduced matrix element of the right­
hand side. That evaluation can be carried out straightforwardly by using methods similar to that explained in Appendix B. 
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The results are contained in Tables VI and VII. 
The reduced matrix elements corresponding to the cases (5.4e,f,g) can now be calculated from the previous ones by using 

the following symmetry relation for the reduced matrix elements: 

(h' h' h' IIT[20-2'(y)]llh h h) = [ dim([h lh2h3 ]) ]1/2(h h h IIT[20-2'(y-)]llh' h' h'), (5.10) 
I 2 3 ,I 2 3 dim( [h ' I h ' 2h ' 3] ) I 2 3 , I 2 3 

where 

(y)=( 
- Y22 

This relation can be proved by combining Eq. (5.9) with the following symmetry property of the SV(3) reduced Wigner 
coefficients 16: 

-YII 

hI h2 h3 - Y22 - YI2 h'l h '2 h' 3 

hI hz 2 0 -2 h' I h' 2 

hI -s -r h'l 

hI -h'l 

=(_l)'+Hh,-h',[ dim([h lh2h3])(h'l-h'2+ 1) r2 

dim([h 'lh '2h '3])(h l - h2 + 1) 

Yll 

h'l h '2 h' 3 Y12 Y22 hI h2 h3 

X h'l h '2 2 0 -2 hI h2 (5.11 ) 

r s 

It remains to consider the diagonal case for which there are three independent reduced matrix elements for 

o 

to be determined. When taking hws in both bra and ket in Eq. (5.6), it turns out that for [h ' I h '2 h '3] = [h I hzh 3] three sets of 
values of r, s, and t are compatible with Eqs. (5.1) and (5.5), namely 

Therefore if one considers Eq. (5.6) for each of these sets, one gets a system of three linear equations in the three independent 
reduced matrix elements. Its solution leads to the results of Table VII, which have been expressed in terms of the boson 
number N, given by Eq. (3.3), and the eigenvalues of the second-and third-order Casimir operators ofSV(3), respectively, equal 
to 

g = 2(2x2 + 2xy + 2y2 + 3x + 3y), (5.12) 
and 

r = 2(x - y)(4x + 2y + 3)(2x + 4y + 3). (5.13) 

6. TRANSFORMATION BRACKETS BETWEEN STATES IN THE CHAINS U(6)~SU(3)~SO(3)~SO(2) AND 
U(6) ~ U(3) ~ U(2) ~ U(1) 

The transformation brackets from the canonical chain V(3):> V(2):> V( 1) to the physical chain V(3):> SO(3):> SO(2) were 
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determined by Moshinsky some years ago. 7
•
8 Hereafter we shall quote his results and indicate how they can be adapted to the 

present problem. 
Denoting by 

hlh2h3) 

qLM 

the Bargmann-Moshinsky basis states of the IR [hlh2h3] ofU(3) corresponding to the chain U(3)::> SO(3)::> SO(2), 17 the 
transformation brackets we have to consider are 

h2 h3 K2 0 

hi h2 KI K2 

hl2 hn KI2 K22 (6.1 ) 

qLM qLM 

h" KII 

where 

Ki = hi - h3' Ki2 = hi2 - hJ , i = 1,2, 

KII=hll-h3' (6.2) 
In Eq. (6.1), we have used the fact that the U(3) transformation brackets for the IR [h I h2 h3] reduce to SU(3) transforma­

tion brackets for the IR [K I K2] = [h I - h3 , h2 - h,]. 
For M = L, the transformation bracket (6.1) is given by7.R 

KI K2 0 
o 

qLM 

KII 

= { [~(KI2 - K22 + L )]lKn!(K'2 - K22 + 1)!(KI2 + I)!(KI - K22 + 1)!(K'2 - K2)1(KI - Kd1} 1/2 

[~(KI2 - Kn - L )]1(KI - K2 + 1)1(K2 - Kd1 

X(_2)(1/2I1K"-K,'-LIIE~ 0 [~(KI-L-p)]1p!(K2-/3)! , 
pO 2 [~(K I - K 12 - K 22 - p) + /3 1 1(K 22 - /3 )1(P - /3 )1/3 1(K 12 + I - /3 )! 

(6.3) 

where p is even (odd) if K I - L is even (odd) and 

E~ = (~) - l)Y', if P is even, 

~ ( q )( - I)-~(I' - II 'f ' dd - - 1 P IS 0 . 
~(p - I) , 

(6.4) 

For M #L, the transformation bracket (6.1) can be obtained from the one withM = Land the well known matrix elements of 

C/ with respect to the canonical chain because 

K2 0) = [ (L + M )12L - M] 112 L L _ M 
(L _ M)1(2L)! (-Ii 

qLM 

and L _ I, defined by Eq. (2.4), can be expressed in terms of C/ 
as 

L_I=C2
1 +C3

2
• (6.6) 

Equation (6.3) cannot however be applied directly to the 
present case because, through its derivation in Ref. 7, the 
values of the index q were assumed to be enumerated in the 
order 

q----+i: + 1----+1, - 1--->-2, 0----+3, (6.7) 

which does not coincide with our convention, defined in Eq. 
(2.9). To overcome that difficulty, one could use the same 
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K, q:~ ). (6.51 

procedure as that devised III Ref. 8. It consists in applying the 
transposition (2,3) to the bra in Eq. (6.3) and using the explic­
it result ofChacan and Moshinsky for the matrix elements of 
(2,3) between basis states corresponding to the canonical 
chain. 'R 

There is however a simpler method, where Eq. (6.3) is 
retained without any modification and the transformation 
from the enumeration convention (2.9) to (6.7) is performed 
in the remaining equations. The latter is easily made once it 
has been noted that the enumeration convention of the index 
q values does only determine the relations between the SII 's 
and the YJlm 's, in conjunction with the enumeration conven-
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TABLE V. Components of the IT T [20 - 2). 

{ 
0 -j r s r s 

2 0 2 '6 6 
I 

2 0 I '6 2
6 

2 0 0 '6 6 
Q 4 

2 -I 2 _ Yi I' 
2 -I I r 1/2['6 13 - V2Yi,s) 
2 -I 0 3 -11'[ V2'6 " - '6/) 
2 -I -I '6 3 , 4 
2 -2 2 Yi 14 
2 -2 I 2- 1/ '[ - '6" + Yi 24) 
2 -2 0 6- 1/'['6 II - 2'6,' + '6:) 
2 -2 -I 2 - 112['6,1 - Yi .') 
2 -2 -2 '6 4

1 

I 0 I IS-1I2[ - 2Yi 13 
- V2'6,s + 3'6 3

6
) 

0 0 IS-1/2[ - V2'6,' - 2'6/ + 3'6,6) 
-I I 10- 1/ '['6 1

2 + '6,4 - 2V2'6/) 
-I 0 10- 1/ '[ - '6 II + 2'6" + '6: - 2'6,') 
-I -I 10- 11 '[ - '6,1 - '6.' + 2V2'6,3) 
-2 I '6 4 

3 

I -2 0 3- 1/2[ - V2'6,' + '6,') 
1 -2 -I 3- 112['6 3

1 - V2'6,') 
1 -2 -2 '6,' 
0 0 0 30- 112['6 11+ '6,' - 3'6" + '6: - 3'6? + 3'6 6

6
) 

0 -I 0 IS-I/'[V2Yi,' + 2(,;' ,4 - 3'60') 
0 -I -I IS-II'[ - 2'6 3

1 - V2'6,' + 3Y(6
3

) 

0 -2 0 CG' 6 4 

0 -2 -I - '6.' 
0 -2 -2 (G' 6' 

TABLE VI M.,ri"l=rn" OfT( 
0 -j s between hws. 

h' I h " h' .' C s) 

hi + 2 h, h, - 2 (2 0) 

2 
hi + 2 h, - 2 h, (2 -2) 

2 
hi h, + 2 h3 - 2 (2 0) 

0 

hi h, h, (0 0) 

0 

hi h, h, ( -I) 

0 

hi h, h, (2 -2) 

0 
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tion of the (n Inon _.) values. By this way, the conventions 
(2.9) and (2.11) lead to the relations (2.13). When choosing 
now the convention (6.7) for the index q values and combin­
ing it with the following modified convention for the 
(nInon_I) values, 

(nlnon_I)-}l: (200)-1, (101)-2, 

(110)_3, (002)-+4, (011)-5, (020)-6, (6.8) 

the relations between the;/£ 's and the 1/lm 's become 

;1 = 1/2' ;2 = rI/2(1/o + 1127}), ;3 = 1/1' 
(6.9) 

;4 = 1/-2' ;5 = 1/-1' ;6 = 3-1/2(1121/0 -7}), 

while the relations (2.16) between the U(3) and U(6) gener­
ators remain unchanged, as well as all the results contained 
in Tables I to VII. Therefore Eq. (6.3) can be usedjust as it is, 
provided that the results are interpreted in accordance with 
Eq. (6.9). Let us note also that in this case Eq. (6.6) has to be 
replaced by 

(6.10) 
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h " 
h " I T(2 

0 ~2)lhl h, 
h') r 

hws hws 

[(x+ I)LY + l)z(2x + 2y+ 3)12x + 2y+ 5)1x +y+z+ 2)t' 
(2x + 3)12y + 3)1x + y + 2)1x + y + 3) 

[ 2(x + Ilix + 2)y(2x + 2y + 3)12y + 2z + I)lx + y + z + 2)t' 
(2x + 3112x + 5)12y + I)lx + y + 2) 

[ 2xLY + I)LY + 2)z(2x + 2y + 3)12y + 2z + 3)r' 
(2x + 1)l2y + 3)12y + 5)1x + y + 2) 

30-11' [x + 2y + Sz(2xy + 2y' + x + 3Y)] 
(2y + 3)(x + y + 2) 

- 1O-112x[ 1+ Sz ] 
(2y + 3)1x + y + 2) 

6-112 _x_[ 2x + 4y + 3 + z(8xy + 8y2 + lOx + 24y + IS)] 
2x+3 (2y+3)1x+y+2) 
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TABLE VII. Reduced matrix elements of T [20 - 2]. 

h " h " h " (rl (h' Ih' ,h ',II T[20 - 2; (rl]llh,h,h,) 

(2 

2 

J hi + 2 h, h, - 2 [(X + IllY + Ilz(2x + 2y + 3)(2x + 2y + 511x + y + z + 21r' 
(2x + 3)(2y + 3)(x + y + 2)(x + y + 31 

(2 

2 

-J hi + 2 h, - 2 h, [2(X + I)(x + 2Iy(2x + 2y + 3)(2y + 2z+ I)(x + y +z + 21t' 
(2x+3112x+5)(2y-l)(x+y+2) 

(2 

0 J hi h, + 2 h,-2 [2XlY + IllY + 21z(2x + 2y + 3)(2y + 2z + 31r' 
(2x-I)(2y+3)(2y+5)(x+y+21 

(0 

0 

J hi h, h, 
r+ 5g(N + 3) 

3[30g(g-4)]'12 

( 0 

-J hi h, h, l[ -r'+g'(4g + 9Ir' 
- 30g(g - 9) 

hi h, h, 
(2 

0 

-J { -r'+g'(4g+91 r' 
~ 6(g _ 4)(g _ 9)[ _ r' + 4g(g _ 9)'] [ - r + 4(g - 9)(N + 3)] 

(0 

0 

-J hi h, - 2 h,+2 
[ 2(x + lilY - I)y(z + 1)(2x + 2y + 1)(2y + 2z + I) r' 

(2x + 3)(2y - 3)(2y - I)(x + y) 

-2 

hi - 2 h, + 2 h, 
(2 

)[ 2(x-l)xlY+ 1)(2x+2y+ 1)(2y+2z+3)(x+y+z+ I)t' 
_ 2 (2x - 3)(2x - 1)(2y + 3)(x + y) 

(0 

-2 

hi - 2 h2 h, + 2 
)[ xy(z + I )(2x + 2y - 11(2x + 2y + I)(x + y + z + 1) r' 

-2 (2x-I)(2y-l)(x+y-l)(x+y) 

APPENDIX A: NORMALIZATION COEFFICIENTS OF 
HWS IN THE CHAIN U(6)~U(3)~U(2)~U(1) 

In this appendix, we determine the value of the normal­
ization coefficientff(x,y,z) appearing in Eq. (3.8). By defini­
tion, this coefficient is given by the following equation: 

[ff(x,y,z)] -2 = (01(;1 +nY+Y(Z +nlxpZZIO). 
(AI) 

In the calculation of (A I), we shall use throughout the fact 
that;,..+ can be interpreted as a differential operator, i.e., 

;,..+ = a ;a;,... (A2) 

Let us first apply the operator Z + to the state 
;.xPZZIO). From Eq. (3.10), Z + can be expanded as 
follows: 

Z + = y+r + + _l_y+r + + _l_y+r + (A3) 
~6 yl2 ~5 yl2 ~3' 

where Yand Yare defined by 

1494 

and Y= 
I 

yl2;3 

I 
yl2;5 

I 
yl2;2 

J. Math. Phys., Vol. 22, No.7, July 1981 

(A4) 

AS;6 +';5 +, and;3 + act neither on;1 nor on Y, and give the 
following results when acting on Z: 

;6+ZI0) = YIO), 

;5 + Z 10) = yl2Y 10), 

;3 +Z 10) = yl2YI0), 

one obtains 

Z +;lxPZZIO) 

(AS) 

=z(Y+Y+ Y+Y+ Y+Y);IXpZZ-IIO). (A6) 

Using the commutation relations of the boson creation 
and annihilation operators, the operator Y + Y + Y + Y 
+ Y + Y can be rewritten in terms of the generators ofU(6) as 
follows: 

Y + Y + Y + Y + Y + Y = CtJ I I CtJ / + ! CtJ I I CtJ 55 + !( CtJ /)2 

+ 107 2CtJ 3+ I''''' 2,-" 5+ ICtJ 3CtJ 4+JCtJ I +5'G' 2 
4"'2 3 4"'2"'5 2'3 4 2 I 42 

+ JCtJ 3 + JCtJ 4 + JCtJ 5 + 3 __ 1_CtJ l(yl2CtJ 4 + 'G' 5) 
4 3 2 4 4 5 2y12 2 2 3 

__ l_CtJ /(yl2CtJ 12 + CtJ /) 
2y12 

(A7) 

The last three terms in the right-hand side ofEq. (A 7) can be 
transformed in such a way that they give rise to either terms 
with a raising generator ofU(3) acting on the right, which 
gives zero when applied to the hws ; 1 x Y yz z - II 0), or terms 
only containing weight generators of U(6). Let us make the 
explicit transformation for one of them: 
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C(; 21 (yl2c(; 24 + C(; /) = C(; /(C I
2 - yl2c(; 12) 

= C(; 21CI2 - yl2c(; /(C(; / + 1). (A8) 

As a result, the operator Y + Y + Y + Y + Y + Y, when ap­
plied to the hws Slxyyzz~ 110), is equivalent to a second 
degree polynomial in the weight generators ofU(6). This 
polynomial can now be expressed in terms of weight gener­
ators of U(3) only. The final result writes 

Z +slxPZZIO) = Z(!C I
I + I)(C/ + 3);IXPZZ~ 110) 

= ¥(x + y + z + 1)(2y + 2z + l)stPZZ~ 110). (A9) 

In the last step ofEq. (A9), use has been made ofEq. (3.7). 
Repeating this process for the other (z - I) Z + operators, 
one obtains: 

(Z +)';lxPZZIO) 
= [22Z(2y + l)!(x + y + 1)!(y + z)!J ~ Iy!z! 
X(2y + 2z + l)!(x + y + z + 1)!sIXPIO). (A1O) 

Let us now apply the operator Y + to the state (A 10). As 
S4 + and S2 + do not act on SI' and give the following results 
when acting on Y: 

s4+ Y I0) =sIIO), 
(All) 

one obtains 

Y+sIXPIO) = Y[SI +SI + ~ S2 +S2 ]stP~ 110). (A12) 

The operator S 1+ S I + ~S 2 + S 2 can be transformed into 

S 1+ S I + ~S 2 + S2 = C(; II + ! C(; / + ~ 
= ~(CII - C(; / + 3), (Al3) 

where C(; 33 disappears when applied to the statestYy ~ 110). 
Equation (AI2) thus becomes 

Y+slxPIO) = ~(CII + 3)SIXP~ 110) 

= ~(2x + 2y + l)SIXP~ 110). (A14) 

Repeating this process y times, one obtains 

(Y+YslxPIO) 
= [22y(2x + l)!(x + y)!J ~ Ix!y!(2x + 2y + l)!sIXIO). 

(AIS) 

It only remains to apply SI + x times to Eq. (A1S) and 
use the result 

(AI6) 

By combining Eqs. (AI), (A1O), (A1S), and (A16), one gets 
Eq. (3.11) for the normalization coefficient ff(x,y,z). 

APPENDIX B: MATRIX ELEMENT OF S4 BETWEEN HWS 

In this appendix, we determine the matrix element of S4 
between the hws corresponding to the IR's [hlh2h3J and 
[h Ih2 + 2h3J. 

By definition, it is equal to 

h2+2 h3 hI 

S4 
hws hws 

= A/(x - 1,y + 1,z) 
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h3 
S4 +Slx~ Ip+ IZZIO), (BI) 

hws 

where use has been made of its reality. As the action of S 4 + 
on Yand Z is given by 

S4 + Y 10) = SIlO), 

S4 +Z 10) = [;IS6 - ~s/]IO), 

Eq. (BI) can be transformed into 

hws hws 

h3) 

=ff(x - 1,y + 1,z){(y + l)[c#'(x,y,z)] ~ I 

+ ~;V(x,y,z)(OI(sl +)X(Y+Y(Z +)Z 

X [SIS6 - ¥/ ]Slx~ Ip+ Izz~ 110)}' 

(B2) 

(B3) 

where it remains to calculate the matrix element of the right­
hand side. 

Using the reality of the matrix elements again, we ob­
tain from Eq. (A9) 

(Ol(sl +)X~ I(y+y+ I[SI +S6 + - +(S3 +)2] 

X(Z +)Z~ IsIXPZZIO) 

= [22z~ 2(2y + 3)!(x + y + 2)!(y + z)!J ~ l(y + 1)!Z! 
X (2y + 2z + 1 )!(x + y + z + I)! 
X(01(sl+)X~I(Y+Y+I[SI+S6+ - +(S3+)2] 

XslxpZ 10), (B4) 

where 

(Ol(sl +)X~ I(y+y+ I[SI +S6 + - +(S3 +)2 ]SIXPZ 10) 

= (OI(sl+)X~I(Y+Y+I[sl+sIXP+1 + ~s4slxp]10) 

= x [A/'(x - 1,y + 1,0)] ~ 2 + ~(2y + 3) 
2 

X (Ol(sl +)X~ I(y+y+ IS4sIXPI0). (BS) 

The last matrix element then reduces to 

(Ol(sl +t(Y +n4 +Slx ~ I P + 110) = (y + l)[c;V(x,y,O)] ~ 2. 
(B6) 

Combining the results (B3), (B4), (BS), and (B6), and 
using Eq. (3.11) for ff(x,y,z), we finally obtain the matrix 
element of S4 as 

h2 + 2 

hws hws 

= [2x(Y+ 1)(2Y +2z+3)]1/2. 
(2x + 1)(2y + 3) 

(B7) 
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Paraxial self-trapped beams in nonlinear optics 
Robert D. Small 
Department of Mathematics, University of New Brunswick, P. 0. Box 4400, Fredericton, New Brunswick, 
E3B 5A3, Canada 

(Received 3 September 1980; accepted for publication 23 January 1981) 

Self-trapped beam solutions to the equations of nonlinear optics are studied by perturbing the 
straight ray solutions. In two dimensions, analytic forms for the perturbation solutions are 
obtained while for the radially symmetric case numerical solutions are produced. In both cases the 
perturbation amplitude contains an arbitrary function of distance so that a large class of self­
trapped beams is produced. The solutions obtained are paraxial, and it is argued that they are the 
only symmetric paraxial solutions. It is further pointed out that solving the well-known paraxial 
equations leads to errors unless the solutions obtained are of the form found here since otherwise 
they violate the paraxial approximation. 

P ACS numbers: 42.65.Jx 

I. INTRODUCTION 

Light rays in certain nonlinear media tend to converge 
due to the nonlinear effects. The property responsible for 
self-focusing and self-trapping of beams is that the phase 
velocity of the waves decreases with increasing amplitude. A 
disturbance that has a distribution of amplitude along an 
initially flat wavefront will be retarded at its more intense 
points, and rays will bend inwards there. The convergence of 
rays increases the amplitude enhancing the nonlinear effect 
and forcing greater convergence of rays until diffraction ef­
fects become felt. Diffraction, which resists sudden changes 
in amplitude, causes rays to bend outward to disperse the 
energy of the waves. When the opposing effects of nonlinear 
focusing and diffraction are present, a great variety of results 
can take place. It has been found experimentally that beams 
can focus and emerge from the focus, contract to one or more 
self-trapped filaments, or merely diffuse away from the ini­
tial distribution. Askary'an I proposed on theoretical 
grounds that a beam of light could create a self-induced 
waveguide. Later, Talanov2 and Chiao et al. 3 calculated 
beam profiles based on balancing self-focusing and diffrac­
tion so that the beam propagates undistorted. This paper is 
devoted to constructing profiles that generalize these undis­
torted beams by perturbing them with slowly varying 
functions. 

Beams that vary slowly in the direction of propagation 
relative to distances of the order of a beam width are said to 
obey the paraxial approximation since rays remain close to 
parallel to the beam axis. When the paraxial approximation 
is satisfied, the governing nonlinear equations are simplified. 
It is necessary for the validity of the results, however, that 
solutions that satisfy the simplified equations also satisfy the 
paraxial approximation. In this paper we produce general 
paraxial solutions by perturbing beams that are independent 
of the direction of propagation and then by accepting only 
slowly varying perturbations rather than solving the parax­
ial equations and checking the results for validity. 

The paraxial approximation was introduced into non­
linear optics as a natural extension of the properties oflinear 
optics. Chiao et al. 3 use it without reference, and later Kel­
ley4 in using the equations of Chiao refers to it as a "familiar" 

procedure. Apparently independently, Talanov2 used this 
approximation in nonlinear optics following the example of 
Vainstein5 who used it in resonator and waveguide prob­
lems. Vainstein gives as reference the review of diffraction 
phenomena by Malyuzhinets,6 who indicated the validity of 
the approximation for diffraction of nearly plane waves of 
small wave length by apertures, the waves governed by the 
linear wave equation. Since then a tremendous volume of 
research has been generated using the paraxial equations as 
starting point. The reviews by Marburger7 and Svelt08 give 
substantial lists of references that cover this research up to 
their time of publication. Some of the papers appearing since 
then are included in Refs. 9-26. Marburger seems to be the 
only one to mention the possibility of nonphysical solutions 
due to neglect of higher space derivatives, and he justifies his 
own analysis by prescribing symmetry between certain time 
derivatives and derivatives in the direction of propagation. It 
is the opinion of this writer that much of the paraxial re­
search on self-focusing does not account for the extraneous 
solutions that satisfy the paraxial equations but violate the 
underlying Maxwell equations due to the additional nonlin­
ear effects not present in linear theories of diffraction. 

In Sec. II we derive the differential equations for the 
envelope quantities without invoking the paraxial approxi­
mation. A general nonlinearity is utilized, although it is em­
phasized that the cubic nonlinearity is the dominant one. 

In Sec. III we perturb the undistorted beams both in 
two and three dimensions. The former is treated because, 
while primarily of academic interest, it possesses analytic 
solutions, while radially symmetric beams in three dimen­
sions must be expressed in terms of the undistorted beam 
profiles that are only known numerically. For the latter case 
we produce graphs of the perturbed profiles and of their 
transverse wavenumbers. It turns out that the perturbed 
beams contain an unspecified function of distance along the 
beam axis. Thus a great variety of beams can occur which 
include many of the cases found experimentally. 

In Sec. IV we derive the paraxial equations and indicate 
the relation between paraxial solutions and the perturbation 
solutions of Sec. III. As a comparison with paraxial theory, 
we investigate the effect of Zakharov's27 criterion for self­
trapping on the perturbation solutions. 
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II. THE ENVELOPE EQUATIONS 

Maxwell's equations describing waves in a nonlinear 
medium reduce to 

C
2
V

2
E - E" = (I/Eo)P" (1) 

if one makes the assumption 

V·E=O. (2) 

Equation (2) is exact for the two-dimensional analysis but is 

only approximate for the three-dimensional case, where it 
depends on the electric field not being unusually large so that 
the relation between E and P is close to linear. In this cir­
cumstance the dominant term of the Maxwell equation 

V'(EoE + P) = ° 
asserts (2). Marburger'? in his review, indicates that if this 
approximation is not made, then "there are no confined 
wave solutions with purely linear polarization everywhere." 
He cites the work of Abakarov e! al. 2R and Pohl,29 who con­
struct special field configurations in which V·E is identically 
zero. Svelto,s8 explanation for accepting (2) is that this ap­
proximation retains the nonlinear effect of self-focusing 
while neglecting the nonlinear effect that causes rotation of 
the polarization ellipse. 

For an isotropic medium P is parallel to E, and, when 
wave patterns are stationary, the frequency is fixed so that 
IPI depends on lEI algebraically. We retain the differential 
equation describing an inertial medium, however, as the cal­
culations are simplified if the amplitUde of P is determined 
first and then eliminated. This relation is 

PH + wo2p - F(IPI 2)P = EoWp 2E, (3) 

and it may be regarded naively as Newton's law for the mo­

tion of electrons in the medium. They vibrate with a natural 
frequency Wo, which is the resonant frequency of the medi­
um, and are driven by the external electric field. The nonlin­
earity of the medium is expressed by F (I P 12) with any linear 
part absorbed intothewo 2p term. SinceF(IPI 2) must be small 
compared to wo2

, its Taylor series will be dominated by the 
term quadratic in I PI except for very unusual media. Both 
Akhmanov3o and Zakharov27 take quadratic and quartic 
terms in F, where the quartic one dominates near focal points 
as the medium saturates. Many of the physical mechanisms 
that lead to the nonlinear term are described in the review by 
Svelto.s 

To obtain equations governing the stationary wave en­
velopes, we make the substitution 

E = (a(x, y,z) cos[e (x, y,z) - (()( ],0,0), 

P = (b (x, y,z) cos[e (x, y,z) - w! ],0,0) 

for linearly polarized waves, or 

E = (a(x, y,z) cos[e (x, y,z) - W!], 

a(x, y,z) sin[e (x, y,z) - w! ],0), 

P = (b (x, y,z) cos[e (x, y,z) - (()(], 

b (x, y,z) sin[e (x, y,z) - w! ],0) 

(4) 

(5) 

for circularly polarized waves, where the wavenumber vec­
tor k is defined by 
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k(x, y,z) = ve. (6) 

Since the resulting equations have no preferred direction, 
substitution of waves (4) and (5) have the same effect as ex­
pressions for waves propagating in arbitrary directions. The 
equations obtained by substituting (4) or (5) into (1) and (3), 
collecting terms in coste - w! ) and sin(e - wt ) and eliminat­
ing b to one order of smallness in Fare 

V 2a - (k 2 - ko 2)a + f(a 2)a = 0, (7) 

V·(ka2
) = 0, (8) 

VXk=O, 

where 

ko
2 = ::!...- (1 + 

c2 

and 

w2w 2 
f(a 2) = p 

21TC2(Wo2 _ ( 2)2 

121T (Eo 2Wp 4a2 cos2e) 0 

X F 2 0 2 cos-e de 
o (wo - w-) 

for the case oflinear polarization and 

w2w 2 ( E 2W 4a2 ) f( 2) = P F 0 p 

a C2(wo
2 _ (2)2 (wo2 _ w2f 

(9) 

for circular polarization. For either polarization the example 

F(IPI 2
) = alPI 2

n 

leads to the expression 

f(a 2) = /3a 2n , 

but with different values of the constant /3. Similarly the 
saturating medium cited previously, 

F(IPI 2
) = a,a2 + a 2a

4
, 

leads to the form 

f(a") = /3,a" + /32a4. 

We can make some observations immediately by solving (7) 
for the phase velocioty w/k, Obtaining 

!'!.... _ [wo2 + w/ - w
2 

V 2a f(a 2
)] - '/2 

-'0' +,+? . k c-(wo- - w-) w-a w-a 

Neglecting the second derivatives and the term J, we have 
the phase velocity of a uniform plane wave in a linear medi­
um. If wp = 0, the medium becomes uncoupled from the 
electromagnetic wave and the wave passes at speed c. With 
coupling due to finite wp , its speed is less than c and depends 
on the wave frequency w. This is called a dispersive medium 
because the group velocity aW/aK depends on w so that wa­
vepackets of different frequencies separate. When w = wo, 
the wave resonates with the medium and cannot pass 
through it. Also there is a frequency band 
wo<,w<,(wo

2 + wp 2) '/2, where the wave reflects backwards 
from the medium, the amplitude falling exponentially as the 
wave penetrates. 

When the second derivatives of amplitUde become large 
relative to the amplitude, there is an additional influence on 
the phase velocity. The derivatives are called higher disper-
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sion terms since they modify the previously discussed disper­
sive effects and they are also responsible for diffraction. Near 
the peak of a local maximum in amplitude we have V2a < 0. 
This negative term increases the phase velocity relative to 
other portions of the wave front giving a defocussing effect. 
Finally the term containing! gives the nonlinear influence of 
the medium on the wave. For!> ° this term causes the phase 
velocity to fall as amplitude rises so that a local maximum in 
amplitude tends to focus. When diffraction and nonlinearity 
are in perfect balance, we obtain the self-trapped beam of 
Chiao et al.,3 where rays are straight. 

III. SOLUTIONS OF THE ENVELOPE EQUATIONS 
In this section we perturb exact straight ray solutions to 

(7), (8), and (9) to obtain slowly varying amplitude profiles. 
The perturbed solutions obey the paraxial approximation 
and can be compared to the work of other authors. Analytic 
expressions for the straight ray solutions are available in two 
dimensions with cubic nonlinearity (F is quadratic), and 
hence this analysis is presented to prepare for the treatment 
of three-dimensional waves. In the latter case, with radial 
symmetry and arbitrary nonlinearity, the straight ray solu­
tions must be determined numerically and the perturbed so­
lutions are then expressed in terms of the computed 
functions. 

A. Two-dimensional waves with cubic nonlinearity 

In two dimensions with F(IPI) = aa2
, (7), (8), and (9) 

take the form 

axx + ayy - (k 2 - ko
2 )a + f3a 3 = 0, 

(k ,a2lx + (k2a\ = 0, 

(10) 

(11) 

k,y = k2x ' (12) 

We first find a solution that represents a uniform self­
trapped beam by seeking solutions independent of x with the 
underlying waves propagating in the x direction. Such a 
beam is 

a = a(y) = [2(K2 - ko2)1f3) '/2 sech[(K2 - ko
2)'/2y), 

(13) 
k, =K, k2 = 0. 

This solution decays for large Iyl while all others oscillate in 
y without decay. It has been discussed by Chiao,3 Akh­
manov,30 and many others. 

To upset the balance that maintains straight rays, we 
perturb this solution by functions that vary slowly in x. We 
set 

X=eX, 
(14) 

y= (1 + e282 + e383 + ... )y, 

where € is a small positive constant and seek solutions of( 10), 
(11), and (12) that are power series in e of the form 

a = a( Yl + eG, (x, Yl + ... , 
k, = K + eUdx,Yl +"', ( 15) 

k2 = eV,(X,Yl + e2V2(x,Yl + .... 
The hierarchy of equations is found by equating coefficients 
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of each power of e. The 8; are determined by suppressing 
secular terms in the G; at each stage of solution. To the order 
of accuracy that we are solving we are able to replaceyby y. 
We seek beams that are symmetric about the x axis, and this 
requires that G, and U, be even iny and that V, and V2 be 
odd iny. 

Placing (15) into (10), (11), and (12), we obtain the fol­
lowing leading order equations, the first two orders being 
taken from (11): 

G,yy - (K2 - ko
2)G, - 2KaU, + 3f3~G, = 0, (16) 

(a2Vdy = 0, (17) 

a2U,x + 2KaG\x + (2aV,Gdy + (a2V2)y = 0, 

U,y =0. 

From (17) and (13) we obtain 

V, = C(i) cosh2 [(K2 _ kc/)'/2y ). 

(18) 

(19) 

Since V, must be odd, we take C (i)=0, and this necessitates 
finding V2 to obtain the y component ofk. From (19) we have 

U,(x,y) = u(i), 

where u(i) is an arbitrary function of X. Succeeding terms in 
expansion (15) will not be small unless u(i) and all of its 
derivatives are slowly varying; hence we must take uti) to be 
analytic in x with all derivatives no greater than 0(1). When 
U, is placed into (16) the x dependence factors out. Setting 

G, = u(i)g(y), 

(16) becomes 

gyy - (K2 - ko
2)! 1 - 6 sech2[(K2 - kc/)'/2y ] Jg 

= 23/2K [(K 2 _ k(2)/f3]'/2 sech[(K 2 _ ko
2)'/2y]. (20) 

It may be noticed that aa/ aK satisfies (20). This is the bound­
ed symmetric solution. The general solution contains in ad­
dition an odd term proportional to aa/ ay and an unbounded 
term which may be found by variation of parameters. Both 
of these latter terms are discarded, leaving 

g(y) = (2/f3)I!2K !(K 2 - k0
2)-'/2 sech[(K2 _ k(2)'/2y) 

- y sech[(K2 - k(2 )'/2y] tanh[(K 2 _ kc/)'/2y )J. 
Finally (18) gives 

, { K2y 
V2 = - U (i) K 2 _ k 2 

o 
2K2-ko

2 
. [ 2 2'/2} + 2 0 ]/2 smh 2(K - ko ) y] . 

2(K - ko-)' 

The perturbed solution is now fixed when the arbitrary 
function u(x) is specified. We can obtain a great variety of 
beams by the choice of u(i). For a beam with periodically 
converging and diverging rays we could choose for example 
u(x) = cosX. If u(i) is chosen to have a singularity, then this 
solution can possibly describe a focusing beam. It will be an 
accurate description of the behavior only in its approach to 
focus, the various approximations breaking down both due 
to fast variations in x and due to high amplitudes. 

B. Three-dimensional waves with radial symmetry 
We now seek radially symmetric solutions to (7), (8), 

and (9). For a general nonlinearity these equations become 
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axx + arr + (1Ir)ar - (k 2 - ko
2)a + j(a2 )a = 0, 

(k l a
2)x + (1Ir)(rk2a2), = 0, 

kl' = k 2x ' 

(21) 

where k I and k2 are the components of k in the x and r 
directions respectively. A uniform beam is sought in the 
form 

a = a(r), kl = K, k2 = O. (22) 

Substitution into (21) gives 

arr + (1Ir)a, - (K 2 - ko 2)a + j(iP)a = 0, 

a,(O) =0, a(oo)=O. 
(23) 

Under suitable restrictions onj(a2
), (23) possesses an infinite 

set of solutions that have any integral number of zeros. The 
following demonstration of the existence of this set resem­
bles that given by Finkelstein et al./ I who credit it to Boh­
nenblust. They dealt with an equation describing probability 
amplitudes for spinor fields. 

If the term (1Ir)a, is neglected from (23), there is an 
integral 

B = a,2 _ (K 2 _ k o
2)a2 + j(a2), (24) 

wherej(s) = sg j(S ') ds '. The constant B parametrizes non­
intersecting level curves in the phase plane plot, ar vs a. The 
singular points are at ar = 0, a = 0 and at a, = 0, a a root ao 
of 

(25) 

If there is only one positive root for ao
2 in (25), then there are 

three singular points, as shown in Fig. 1. The origin is a 
saddle point, and the remaining two are centers. The level 

3 

FIG. I. Phase plane trajectories for radially symmetric beam amplitudes. 
The broken lines represent integral curves for the quantity B defined in the 
text. The solid lines represent the trajectories which continUlilly cross inte­
gral curves in the direction of decreasing B. The scale is normalized by 
setting ao = 1. 
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curves emanating from the origin correspond to B = 0 and 
the regions containing curves for B > 0 and B < 0 are separat­
ed by this curve. Any curve interior to another curve has a 
lower value of B than the latter. 

We now regard (24) as the definition of a quantity B for 
the exact equation (23). Differentiation of (24) and the use of 
(23) gives 

dB 2 2 - = - -ar • 
dr r 

(26) 

Thus, along a trajectory given by (23), as r increases B de­
creases, and the trajectory in the phase plane proceeds across 
curves of Fig. 1, always toward more interior regions. The 
trajectories that begin on the a axis and end at the origin are 
the ones that satisfy the boundary conditions. They separate 
dense sets of trajectories that are trapped by the singular 
points a = ± aD. Figure 1 is drawn for the casej(a2) = a 2 and 
the profiles for the desired trajectories appear in Fig. 2. 
These trajectories were computed first by Chiao et al., 3 who 
did the lowest order one and Haus,32 who computed the next 
four on an analog computer. Zakharov27 gives the starting 
amplitudes for the first 15 trajectories. 

We now assume thatj(S ) is monotonic increasing so that 
there is a unique positive root to (25) and we consider (22) as a 
definite solution to (23). Perturbing this solution by a slowly 
varying perturbation, we set 

a = a(f) + £GI(x,f) + "', 
kl =K + £UI(x,f) +"', (27) 

k2 = £ VI (x,f) + £2 Vz(,x,f) + ... , 
where £ is a small positive quantity and 

x = EX, r= (1 + b2£2 + ... )r. 
As in the two-dimensional case, equating coefficients oflike 
powers of £ gives a hierarchy of equations and the b, are 
determined by suppressing secular terms. To the order of 
accuracy that we compute we can take r = r. 

The equations obtained by substituting (27) into (21) are 

Glrr + (l/r)G1, - [K 2 
- k0

2 
- j(a2

) - 2a2f'(a2)]G I 

= 2KaUI , 

(l/r)(ra2 VI )r = 0, 

a2 U!X + 2KaG!x + (l/r)(ra2 V2 + 2raG I Vd, = 0, 

U!r =0. 

From (29) we obtain 

VI = [C(x)/r]a- 2
, 

(28) 

(29) 

(30) 

(31) 

Since this is singular at r = 0, we must take C (X)=O. Equa­
tion (31) indicates that U1(x,r)-u(x), where u(X) is an analyt­
ic function of x with derivatives no larger than 0 (1). Then the 
x dependence of (28) factors out and the substitution 

GI(x,r) = u(X)g(r) 

gives 

grr + (l/r)gr - [K2 - ko
2 

- l(a2) - 2a2f'(a2)]g = 2Ka. 

(32) 

It may be verified that g = aa/ aK is a solution to (32), and it 
is the only solution such that ag(O)/ ar = 0, g( 00 ) = O. Finally 
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(30) gives 

_ u'(X) r (ii2 + 2Kii aii )r dr. 
V2 = rjj2 Jo aK 

(33) 

This form of the final solution can be evaluated numerically 
only with great difficulty in the general case. For the special 
case 
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(34) 

where f3 > 0, in order to have a solution to (23), differenti­
ation of(23) with respect to both K and r and some manipula­
tion gives 

aii K (ii _) 
aK = K2-k02 -;; +rar (35) 
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so that the perturbed solution is determined in a simple way 
by the original straight ray solution and its derivative. We 
now obtain from (33) the result 

V2 = _ U'(i'{_K_2r_ 
"'1 K2-ko

2 

I ir-2 d} X-=2 a r r . 
ra 0 

As mentioned previously, the cubic term is the domi­
nant nonlinearity for other than very special media. Taking 
n = I, the scaling 

ii = [(K 2 _ k(/)!/3] 1I21/'[(K 2 _ ko 2) 1/2r] 

reduces (23) to 

I/'ss + (1/S )1/'. - I/' + 1/'3 = 0, 
(36) 

1/'. = 0, 1/'( (0) = 0. 

The perturbation amplitude becomes 

G I = I u(X)K /[ /3 (K 2 - ko
2)]I12J ,u(S), 

where ,u(S ) = I/' + sl/' s' The transverse perturbation waven­
umber becomes 

v - U'(X){ K2S v(s)} 
2- - (K2_ko2)3/2 + (K2_ ko2)1/2 

where v(S) = (sg 1/'2s dS )N2f 
Figures 2(a)-(f) display the first six numerically com­

puted eigensolutions to (36) and the corresponding plots of 
,u(S ) and vIs ). It may be noted that k2 is singular at zeros of 1/', 
but these are precisely the places where the wavenumber 
need not be defined. 

As in the two-dimensional case, if u(X) is chosen to have 
a singularity, then the solution can possibly describe the ap­
proach to focus of a focusing beam. 

IV. THE PARAXIAL EQUATIONS AND CONCLUSIONS 
In this section we present the derivation of the paraxial 

equations and an argument that the perturbed solutions of 
Sec. III form the general symmetric solutions of these equa­
tions that also satisfy the paraxial condition. Since a great 
volume of research has been generated from the paraxial 
equations, we do not attempt a general comparison of results 
but choose instead the asymptotic analysis of Zakharov et 
al.27 as a single example. These workers have produced crite­
ria that determine asymptotic properties of solutions of the 
paraxial equations based on certain integrals of their initial 
values. 

The paraxial equations can be obtained from (7), (8), and 
(9) by setting 

e = Kx - ¢ (x,y,z), 

where 

x = eX and e-<.K. 

If the terms in e2 are discarded and then X is reintroduced for 
X/e, the results are 

ayy + azz - [K2 - k o
2 - l(a2) - 2K¢x + ¢y 2 + ¢z 2]a = 0, 

(37) 
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which are the paraxial equations in common use. Ifwe write 

u = a(x,y, z)ei<P(X,Y, z), 

then (37) is equivalent to the complex form 

2iKux = Uyy + Uzz - [K 2 - ko
2 - I( I u 12]U, (38) 

which is the nonlinear Schrodinger equation that stands as 
the starting point for many analyses. 

The following argument now relates the perturbation 
solutions to the legitimate solutions of(37) and (38). We con­
sider any solution of (37) that is slowly varying in x so that 
the paraxial condition applies. It may be expanded by Taylor 
series as 

a(x, y, z) = a(O, y, z) + eX ~; (0, y, z) + 0 (e2), 

k(x, y, z) = k(O, y, z) + eX ~~ (0, y, z) + 0 (e
2
), 

where the derivatives with respect tox cannot be large. Thus 
in any domain in X of 0 (1/ e) the paraxial solution must be a 
perturbation of a solution that is independent of x. These are 
precisely the solutions of Sec. III, which appear to be linear 
in X in any domain of 0 (1/ e) but which can be valid for much 
larger domains. 

Two examples are now presented in which working 
with (37) and (38) leads to false conclusions because the un­
derlying paraxial approximation is violated. The first is that 
a number of treatments of the paraxial equations assume an 
initial Gaussian profile and proceed either analytically or 
numerically to solve for the waveform. This necessarily vio­
lates the paraxial approximation since there are no Gaussian 
solutions to (23). 

As a second example we examine the asymptotic analy­
sis of Zakharov et al. 27 It turns out that what appears to be a 
reasonable criterion for determining from the initial data 
whether self-trapping occurs becomes so weak a statement 
as to be ineffective. Zakharov first defines two integrals of 
Eqs. (37), namely 

II = f f a2dydz 

and 

12 = f f [ay2+az2+(¢y2+¢z2)a2_j(a2)]dydz. 

The domain of integration is an initial plane at any fixed 
value of x, andj(s) has the same definition as in (24). These 
quantities are independent of X for all solutions of (36) but 
produce quantities of 0 (e2

) that depend on x for solutions of 
(7), (8), (9) that satisfy the paraxial approximation. The crite­
rion for a beam to be self-trapped is that it initially obey 

II(a) > Idii) and I2(a) < 0, 

where iiis the solution to (23) oflowest energy and hence has 
no zeros for finite r. The beam is then self-trapped in the 
sense that the maximum amplitude of the beam is bounded 
below by the positive constant - 21211 - I. 

Testing this theory on the perturbation solutions of Sec. 
III, we first use nonlinearity (34) and the resulting solution 
(35), obtaining 
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I [ 1 2fU(XlK (1 1)] L"" -2 d I = + 2 2 - - a r r, 
K - ko n 0 

I [ 1 2EU(XlK)(3 n - 1 Loo -2" + 2 d 
2= + -- a r r. 

n(K2-ko
2) n+l 0 

For all positive integers n, the negativity of 12 is violated, and 
hence the criterion does not hold for this large class of 
beams. In the case of a nearly cubic medium, 

f(a 2
) = a2 

- E la
4 

where tl<l, the object ofZakharov's study, we obtain 

II = L"" jj2r dr + 0 (E,E I ), 

E L"" fu(X)K L"" 12 = - - i?'rdr + 2 2 jj4rdr. 
3 0 K - ko 0 

Now the criterion states that maxa;;;.O (£). Zakharov indi­
cates that the beam is now self-trapped, but surely a beam 
that falls in amplitude from 0 (1) to 0 (E) in a distance of 
o (1/ E) is one that is dispersing! From these examples one 
might expect that strong statements about solutions to the 
paraxial equations may refer only to those that also violate 
the paraxial approximation. 

In conclusion we have presented a perturbation expan­
sion of a symmetric beam with straight rays both in two and 
three dimensions. We have criticized other researchers for 
solving the paraxial equations without verifying that the re­
sults obey the paraxial approximation. The perturbation so­
lutions have been shown to be paraxial and thus to form the 
subclass of solutions ofthe paraxial equations that satisfy the 
paraxial approximation. 
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The kinds of reaction networks introduced earlier by this writer are capable of diverse 
applications in chemical physics, biochemistry, chemical engineering, economics, ecological, and 
other dynamics. All possible mechanisms or pathways as a function of the numbers of reaction 
steps p or species a are generated with them. They also give the rate laws, multiplicity of steady 
states, the nature of their dynamic instabilities, oscillations, etc. These properties are related to a 
large extent on the 1- and 2-topology of the networks, [JVI. The [.1/1 are graphs of two kinds of 
lines and two kinds of vertices. They can be planar or non planar. Thegenus g and thickness t of any 
cV are related to p, a and the numbers of catalytic and autocatalytic cycles. The Betti numbers 
lBi(p) of 1- and 2-complexes constituted by ff and other topological invariants of the networks 
under two kinds of homeomorphisms are given. A number of theorems are stated and proved. The 
above reaction networks are interesting mathematical objects in that they help classify coupled 
nonlinear differential equations. 

PACS numbers: 82.20.Wt 

I. INTRODUCTION, MOTIVATION, AND DEFINITIONS 

The kinds of networks we shall define below and study 
topologically should be useful in a number of fields from 
chemistry to economics, but we shall concentrate below on 
the case of chemical reaction networks. These are capable of 
diverse applications in chemistry, biochemistry, chemical 
engineering, and chemical physics. They also make the pre­
sentation more concrete. 

A mechanism .11 or a synthetic pathway [/jJ is a set of 
coupled chemical reaction steps. Each .11 or 9') we repre­
sent I by a chemical reaction network .1"; e.g., 

A+X ----+ Y+2B } 
Y ----+ Z + X + C .~(or.9) 

Z+D ----+ F+C 

OVR: A +~2B+2C+F, (Ia) 

n 

(Ib) 
Each step is stoichiometric; therefore so is the overall 

reaction OVR. 
In a mechanism, the steps are elementary reaction steps 

implying molecularity. In most JI, therefore one usually has 
reaction steps which are uni- or bimolecular (uni-uni, uni­
bi, bi-bi combinations), more than two-body collisions being 
much less probable. If all the steps of an JI are only E [ uni­
uni, uni+±bi, bi----+bi l, we shall call this .~ a "strict mecha­
nism," j(*. Otherwise, it will be referred to withJl > (more 
than bimolecular steps included). In .9 , the steps being pro­
cedural, there is no such restriction as bi or uni, etc., on 

reaction vertices. 
For rate processes 1.2 .~ is more fundamental. For ther­

modynamic cycles3 or for a priori synthesis design and for 
chemical yields, .9 can be used.4 

A reaction network./V is a graph of two kinds of lines 
and two kinds of vertices: 

Lines ofA~ are: (i) ( ~, ) = rx-line = reaction step 
line denoting anyone of(----+) or (+±) or ( = ) in each step oLIi 
(or .9), Eq. (Ia). 

(ii) (-) = species-mole line = sm-line. Each mole of 
each species in JI is one distinct line. 

Vertices oLY'are: (a) (x) = ( ~ ) = reacti<;>n, rx­
vertex, and (b) (e) = ( -E- ) = species, s-vertex. All the sm­
lines in an ./V corresponding to different moles of the same 
species are joined to that species' s-vertex as in Eq. (lb). 

An arbitrary. /V may be planar or nonplanar, but any 
A"' can be drawn in the three-dimensional Euclidean space 
~ 3 without crossings. 

In this paper, we shall study the topological properties 
of arbitrary .Y'. (1) We shall find their topological invariants 
which also classify [. r'l; (2) we shall obtain relations among 
the number of chemical species a, the number of rx-steps p, 
the number of catalysts, intermediates, and autocatalysts or 
inhibitors in [,/11 J (or reagents, products, by-products, etc., 
in .9) that can be accommodated in any general rx-network 
LV; (3) we shall see (e.g., in terms of p and a) when [.1/'1 are 
planar and when nonplanar and the extent of their nonplan­
arity in terms of the thickness t (cf. below) of.Vand their 
covering graphs and the gen us g of the closed surfaces in W.1 
on which an.V can be drawn without crossings; (4) we shall 
relate the physical quantities like p and a to the Betti num­
bers [IB~I ] of P = I and 2-complexes5 defined on. r. 

Our purpose in studying [,1/] is severalfold: (I) In the 
past there was no systematic way to generate [.~ 1 for var­
ious numbers a of species (or ofp) in a reacting mixture. Our 
methods 1 allowed such a systematics which could also be 
used for specified observed overall reaction (OVR) types." 
Then also one can see which and how many [j(] would be 
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invoked to match an overall observed rate law. (2) For each 
.ff, the rate equation can be written down. These are in gen­
eral a set of coupled nonlinear differential equations. (3) For 
each ff, the existence and solutions for multiple steady 
states can be deduced la using also other graphs (below) ob­
tained fromff. (4) The nature of the steady states, the singu­
lar points of the system, the kinds of instabilities,6 the exis­
tence of chemical oscillations,7.M and possibly chaotic 
behavior9 can be deduced la to a large extent from [ff) and 
1- and 2-topology. This program was already stated and car­
ried out to a considerable extent for (1)-(3) and part of(4) by 
1973-74. 1

•
10 At that time, however, we had found it conven­

ient to separate the [A/) into what we called "laminar" and 
"turbulent" networks2 and to deal with these separately. 
The present set of papers by the writer, treat arbitrary, gener­
al [.V) without any restrictions, with more efficient meth­
odology, and with many new results. (5) Finally, the kinds of 
[. V) defined above, which have two kinds oflines and two 
kinds of vertices, and their topology would be useful in other 
fields like economics, ecology, biophysics, etc. These [.r] 
are mathematically interesting objects. They help classify 
coupled nonlinear differential equations. 

II. GENERAL NETWORK: ITS LlNEBLOCKS, ITS 
SKELETON, AND TOPOLOGICAL INVARIANCE 

All the sm-lines of a general ff, such as Eq. (1 b), that 
are directly connected to each other constitute a lineblock 
Lb,oL1'. 

Removal of the rx-lines from an A' produces several 

In Fig. I(b) there are two L bi , iE 0:, (3 ,e.g., 

(2) 
The skeleton 1,2,10 Y of." V is obtained by compressing 

each L b , oLAi into a dot-point. Denoting the ( ~ ) rx-
lines with thick lines ( ), we get from Fig. I(b), 

~{3 n --+,J = v------
(3) 

The skeleton is a graph of one kind of lines Ip of them) 
and one kind of vertices (r of them). It can be a simple graph, 
a multigraph, or a pseudograph as in Eq. (3). 

We shall investigate first the I-topology of [ Y) and 
[. VI under line subdivisions. 

On Y, an elementary subdivision is simply 

/-; 
(4a) 
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which makes 

p-+p+ 1 and r-+r+ 1, (4b) 

Such subdivisions on Yare homeomorphisms. Proper­
ties of [Y) thereby unchanged are topological I-invariants 
ofY. 

InA', subdivisions ofsm-lines (-) and of(~) 
rx-lines can be made. However, the line subdivisions which 
preserve the definition oLff (and its physical relevance) are 
the following. 

(A) sm-line subdivision on .1' 

which makes 
a-+a + 1, n-+n + 2, p-p + 1, 
a=no. of s-vertices, n -no. of sm-lines, 

rx-vertices, in ,lV. 
(B) rx-line subdivision 0/.1' 

(Sa) 

(5b) 
p=no. of 

(6a) 

a-+a + 1, n-+n + 2, p-+p + 1. (6b) 
(A) and (B) are I-homeomorphisms on A'. We consider 

the topological I-invariants of [.1') with respect to (A) and 
(B). 

Comment: There are no subdivision homeomorphisms 
of an individuallineblock which keep it a lineblock. 

III. THE 1-TOPOLOGY OF SKELETONS 
Arbitrary Y Ip lines, rvertices) is "three-dimensional," 

i.e., it can be drawn in ~ 3 without spurious line crossings. 
For any .Y, 

r=p-r+I (7) 

with r=no. of "empty rings" I of y'. (Our own prooffor any 
.Y is in Ref. 1.) More precisely, r is the maximum number of 
linearly independent rings [mod 2], hence the rank of he 
ring-incidence matrix n! (rows labelled by the rings, columns 
labelled by the lines of Y). 

Viewing ,r as a "I-complex"lo (made of I-simplexes 
and O-simplexes) 

r=lBI(I) (8) 

the i = 1, P = I-Betti number of Y~ (cf. Sec. VIII). 
Physically r is closely related to the number of general­

ized catalysts possible in any j( of p-steps. I 
Theorem SI: For a given number p ofrx-steps, all possi­

ble [.Y Ip have 

rEI 0, I,2, ... ,p). (9) 

Proof follows from r> 1. 

Theorem S2: The r of Y is subdivision-invariant [proof 
from Eq. (4b) put in Eq. (7)]. 
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Note that subdivision homeomorphism (~ ) is an equiv­

alence relation. Thus: 
Theorem S3: (a) Any .Y' (p any integer) belongs to one 

and only one equivalence class C;, under ~ ), 

(Y'j =uC;, (10) 
I' 

(b) If y' t and Y 2EC:, then r t = r2 , (c) But ifr1 = r2• Y, and 
Y' 2 may not be subdivision homeomorphs. 

Example: 

and 

but 

0 ~ pO=1 

8 ? pO = 2 

& C(( .5\ 

ffi~ s-o 

QD 

E0 

}(D 
~ 

( Ila) 

(llb) 

(IIc) 
I 

pO = 3 

~D 
and so on for each larger p·,s. 

Each of the Y'() above is a "smallest" (p minimum) Y', 
since no further subdivision vertices can be removed from 
such f (J' In the integer partitions of 2~, k', = 2's are miss­
ing (except p' = 1) as a 2 would be either a subdivision or a 
disconnected loop ( 0 ). 

The \ k', I (and the r = r) are invariant under subdivi­
sions as is easily seen (and Eq. (7)). 

Comment: Note that all the degrees (k', j and/or p', r, y' 
still do not uniquely specify the "smallest" (i.e., Po<'p) mem­
ber of each C' class. In Eg. (14), note, e.g .• the (3 + 3), r = 2, 

~ . 
p" = 3 degeneracy, also the (3 + 4 + 1). r = 2,p = 4 
degeneracy. 

Theorem S4B: A more complete set of labels for the s-
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Thus the value of r is not suffcient to label an s-equiv­
alence class. Additional s-invariants are needed to specify 
C: uniquely. 

Further (though still incomplete) s-invariants are pro­
vided by: 

Theorem S4A: (a) The set of degrees ("k-star values"') 
( k ; ,k ; ,. .. j such that 

(12) 

and such that (k; I are the vertex degrees of a "smallest" 
(p;;,p') connected s-homeomorph, is a set of s-invariants. 
(Higher homeomorphs of 'Yo contain vertices of these de­
grees as wen as some new ones of degree 2.) 

Proof The possible (k', I sets for the above are 

2p' (k', + k; ... ) = 2p' 

2 (2 + 0), Ii + 1) 

4 (4+0), (3+ 1) 

6 

8 

(6 + 0), (5 + 1), (4 + 1 + 1), (3 + 3) 

{
(S +0), \7 + 1), \5 + 3), (4 + 3 + 1), 

(3 + 3 + 1 + 1) 

( 13) 
with the corresponding (Yoj: 

pQ 04 

(14) 

I equivalence classes {fo~ ( .J" 1 } is the set which consists of 

(a) the degrees \ k ~ \ in the simple graph ,I'" ( the "basic 
simple graph" ,Yfor each 'Yo) obtained from 'Yo by remov­
ing all the loops and "extra" multilines from J'o, (b) the 
numbers (r~ l of loops ( 0 ) at each corresponding vertex of 
'Yu, and (c\ the numbers, \ et \ of extra-multi lines between 
the ith andjth (necessarily adjacent) vertices of J'o. 

P .r. E h 0 '/' h'.. II t" h roo]. ac p = Pm;n" ()+- sma es s- omeO-

morph [e.g., in Eg. (14)] is a simple graph 'Yo to which some 
(one-line) loops have been added at its vertices! ij and to 
which some occasional extra multi lines have been added be­
tween two adjacent vertices i and}. (Otherwise there is, a 
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removable vertex of degree 2 and the minimump' and y' have 
not been reached). E.g., Eqs. (14) give only the basic simple 
graphs [}"o I, 

(14') 

The degree k ~ of the ith vertex of the basic simple graph 
plus 2 for each loop at i and plus 1 for each extra multiline at i 
gives the k: of .Yo: 

k' = k * + 2r* + '" e* I I I L lJ 

j 

(Q.E.D.) 
Remark 1: The ([ k ~ J, [r~ I, [et J } set distinguishes, 

e.g., between the "smallest protopyte" homeomorphs 
[(P' = 3, r = 2): ~ ,Q-.O J. For the 
spindle, the numbers are ([ 1,11, [0,0 I, [21}, while for the 
other ./'0' U 1,11, p,1 ],[Ol}· 

Remark 2: (a) Let ,5"0 have a total number of ro indepen-
k' 

dent rings. This ro which is one of the s-invariants of [.Yo---+ 

fl equals 

The remaining number of rings, i.e., Po is the ring number s­
invariant of 'Yo' It is the number of independent rings which 
are not shrinkable to a loop ( 0 ), nor to a spindle 
(~ ). (b) Reinterpreting the loop as a ring at-
tach'~(ho 'Yo at a single vertex (of degree k~) and a spindle as 
a ring attched to Yo at two vertices (of k ~ and k t), we see 
that the rings of [ Y J are classified into three and more kinds 
of rings. The number of each type of ring in Y is an s­
invariant. 

IV. WHEN IS A SKELETON NONPLANAR? 

Lemma: If an .f withp and r, has I loops and c multiple 
extra lines we can remove them 'Xithout affecting the planar­
ity. The resulting simple graph S has 

r=r-I-c, p=p-I-c, y=y. (15) 
Proof Loop can be drawn as small as needed; multilines 

can be drawn as closely as needed (Q.E.D.). For Eq. (15), cf. 
(7). Each multiline adds a ring, as does a loop. 

Theorem S5: (a) As long as rx-steps in an j( are p < 9, 
tQe skeletons are planar (b) If P = P + I + c>9 + 1+ c and if 
f has at least six vertices [i I of k-star value (degree) k, >3, 
then some ./' can be non planar. 

Proof By Kuratowski's theorem .Y' is non planar ifit, 
contains an s-homeomorph of Ks or K 1•J • But K J .J hasp = 9 
and six vertices with k, = 3. The K s has p = 10 and five 
vertices with k, = 4. 

V. MAPPING A SKELETON ON Ag-TORUS 
Mapping Y on a plane or on a sphere (g = 0) are equiv­

alent. II If.Y is non planar, it can be mapped on the surface of 
a g-torus (sphere with g handles, g> 1). For a given Y 
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(p,r,l,c), how do we predict the minimum g, the genus of .,Y'? 
(Theg we shall need, e.g., in predicting the dynamic stability 
oLk.) A 

The simplest nonplanar .,Y' is the K 3,3: 

~ 
K 3,3 (16) 

All except the last dotted line ( ,,/-\, .. ) can be drawn on a 
sphere (or plane). The remaining line goes on a handle; there­
fore, g = 1. 

An equality giving g(p,y) is not known even for simple 
graphs (no loops ( 0 ) or muItilines (E3t ), ... ) 
except 1 

2 for Ky. However, several, theorems (Heawood, Rin­
gel and Youngs, Euler, ... )13 combined may be used to esti­
mate the g of a connected simple graph G (py,rj if y> 3, 

(if P and r are specified, use y = p - r + 1) int> [ I means 
larger integer. 

Further, 13 if y> 3 and 

p>y(y - 1)12 - 5, (18) 

then Eq. (17) yields either the correct g or g + 1. 
However, our skeletons [,Y(p,r) I are not simple graphs; 

therefore, Eqs. (17) and (18) must be extended to graphs f 
with loops and multilines. This is done below (Theorem S6). 

Were g known, ,'I' could be drawn on a g·torus and its 
faces (( of them) (2-simplexes) defined in terms of the Jordan 
curve theorem. s Then the second Euler equation holds: 

y =p - f + (2 - 2g). (19) 

(This holds for nonsimple Y as well, since every loop and 
every multiline can be drawn so as to give a face. Thus 
It = rl , andic = rc)' One should also recall that Eq. (19) 
holds only for Y on the surface of a g-torus (planar ./' for 
g = 0), while Eq. (7) is for any three-dimensional Y of even 
unknowng. 

From each nonsimple ,'I' (p,r,g) of IIg.,ops and c extra 
Illultilines, we can get two simple graphs .Y (j3,f,g) and 
YIP.?,i) such that 

(20) 
Definition: 

.Y Y - [loops,multilines J, (21) 
~ 

Y -Y + [vertices and lines from subdivisions of all 
loops and multilines I. (22) 

Example: 

/\ 

.0: 

(21x) 
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"- ~ 
Lemma: ,Y, 'y', and ,Y have the same genus, 

.Y'----+Y' 

{ 
, 

Y--+Y, 
P----+P =p -1- c, 

r----+r, = r - 1 - c, 

/----+/=/ -1- c, 
and 

~ 
Y----+Y, 

{
y----+~ = y + 21 + c, 

P----+P = p + 21 + c, 
r----+r, 

/----+f 

(22x) 

(23) 

(24) 

Prooffollows from Eqs, (18), (23), and (24), or from a useful 
relation we obtain by combining Eqs, (7) and (18), 

r- / + 1 = 2g, (2S) 
~ 

Comment: Note that ,Y' and ,'/ are s-homeomorphs, 
... ~ A 

,Y ,:/', but Y' and':/' are not, 

,/,,#,')', (26) 

Yet Eq, (20) still holds, as easily seen from Eqs, (2S) and (23), 

Theorem S6: The genus g of any Y (nonsimrle graph, 
etc.) can be estimated using Eqs. (17) and (18) for Y and/or 
,~ with Eqs. (23) and (24). .... 

Proof follows from Y and Y being simple graphs and 
fromg=g=§. 

Comment: The bounds obtained from Yare closer to g 
'*' than the bounds from Y. 

Theorem S7: The thickness t (cf., e.g., Ref. 13) of any J 
(including nonsimple ones) with y;;;o3 satisfies 

"- ~ 
t (,Y) = t (Y) = t (Y'). (27) 

Thus t (,Y), the minimum number of independent planes 
superimposed on which Y' can be drawn without crossings, 
can be estimated from 

t (.Y);;;oinL" I (p - I - c)/(3y - 6)! (28) 

or 

t(Y');;;oint> l(p+2/+c)/[3(p+2/+c)-6]l. (29) 

Proof follows from the inequality for simple graphs \3 

and Eqs. (23), (24), (27). 
[Note also that it appears that often t = g + 1, but this 

is in general not true. For g;;;o 1, more generally 2<t«g + 1) 
(e.g., if one plane contains lines going on different handles of 
a sphere with g handles).] 

VI. TOPOLOGY OF A GENERAL LlNEBLOCK 
Lemma L 1: Any lineblockLb, ofa general reaction net­

work, J"' is a bipartite graph by itself. 
Proof Each sm-line of an L b, has as its boundary one 
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species s-vertex, and one rx-vertex. Also a single L b , is 
connected. 

Note: L b , can have multilines, but no loops. 
Lemma L 2: If the rx-lines of an. V are removed, there 

results a disconnected graph of y bipartite components. 
Proof ~I L b, 1 oCV = ~(vertices of its .Y 1 = y . 

[Example: see, e.g., Eq. (lb), then (3).] 
Theorem Ll: Ifa vertex i (dot-point) 1 of Y of an , I'has 

double weight 14 (won,), and k-star value 1 (degree) ki' the cor­
respondingL b, ofJV displays Wi s-vertices, ni sm-lines, k i rx­
vertices, and Ri sm-rings 14 such that 

(30) 

FurtherO<Ri«n i - 1). 
Proo/follows from Lemma L 1 and the analog ofEq. (7), 

noting that the total number of vertices of L b , of either kind is 

(Wi + kJ Also (Wi + k i );;;02, so that Ri <tn, - 1). 
[In the chemical context, 14 Ri is the number ofhomoly­

tic and/or autocatalytic and/or "heterolytic" 
(e.g., ~""'" ) rings in L b,'] 

Remark: Note that Ri is not invariant under sm-subdi­
visions defined by Eq. (Sa). Neither are there any other kinds 
of line subdivisions which preserve the connectedness I~ and 
the bipartite nature of an individual L b,' 

Theorem L2: (a) Any lineblock L b , of. I, by itself, is 
always planar (gi = 0) if. J . corresponds to a "strict mecha­
nism" j(* [recall 1 that a "strict mechanism" . 1(* has only 
rx-steps of the uni-uni, uni-bi, or bi-bi molecular types (Sec. 
I)]. (b) If. 1 . is that of a "synthetic pathway" ;;il, or a non­
strict mechanism,i/, then an L b , in that. I"can be non planar 
only if ni ;;;09, k i ;;,3, Wi ;;;03, and each rx-vertex in L h , is ofsm­
degree ;;;03, and each s-vertex in L b , is of degree ;;;03. 

Proof (a) If L h, is that of "strict mechanism" , i/* 
(-, 1 ), then, by the definitions in Sec. I (and in Ref. 1) which 
distinguish an. ((* from a ;"/i, each rx-vertex of L b , is ofsm­
degree E 11,2l only. Hence L b , cannot contain K"l' There­
fore, L I>, cannot be nonplanar. (b) L b , is bipartite; so is the 
non planarity criterion graph Ku' But K 1., has three vertices 
of each of the two kinds, each vertex of degree 3, and it has 
nine lines (Q.E.D.). 

Note: Even if each L h , of an. r' (- .. .11*) were planar, the 
full. J' (-. .#'*) could be non planar, through the nonplanar­
ity of its .Y according to Theorem SS. 

Genus 0/ a pathway lineblock: The genus gi of an L I>, 

contained in an, V ( - .''JjJ) can be estimated from the analog 
of Eqs. (17) with the substitutions: 

{
p--->(n i - 17)} 
Y--->(Wi + k i ) . (31) 

17 = no. of multilines in L b , (one has 0<1 ~ <Ri)' 
[Thegi of an L h , C.1/'( -.41*) = 0 as stated in Theorem 

L2a.] 
Thickness 0/ a pathway lineblock: A lower bound to the 

ti of Lh C. r (- 9) is obtained from the analog of Eq. (28) 
, "-

(for Lb,--->Lb ,): 

t(Lb );;;oint> {(ni -17)/3(wi + k i ) - 6} (32) 
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[Thet; = 1 ofanLb Cff(-1*)sincetheseLb are planar.] , ' 

VII. TOPOLOGY OF THE FULL NETWORK 
When the rx-vertices of the ! Lb; J are connected by p rx­

lines ! ~ J according to the.Y, we get the full net­
workJY, 

Theorem N1: Any network ff representing some 1 or 
f!l' with p rx-steps, a chemical species, n moles of all species 
(n = absolute sum of all stoichiometric coefficients appear· 
ing in all the steps of 1 or f!l'; thus n > a) satisfies the 
relation 

Ip + a = n - (r + R) + 1.1 (33) 

R = I.r;;. 1 R" the sum of the sm-ring numbers of all the 
L b , C r. The r is the ring number (may be called also the 
"rx-ring number") of the .5'" of,1/' as before. 

Proof Sum Eq. (30) over all the r lineblocks ! L b , J C~V. 

We have 

fn, =n, 
{ 

f 1 = r, and r = p - r + 1. (Q.E.D.) 
I 

Corollary liN I: If the values n',p', a' are specified (e.g., 
physically), any suchAr(n',p', 0") will have anR value in the 
range 

11 + (n' - 0") - 2p' <,R<, I + (n'- 0") - p'.1 (34) 

Proo/from Eq. (33)and for any .Y; henceitso'V, O<,r<,p. 
Corollary 21N 1: If the .Y' (p" ,rtf) is specified, any "V 

having this particular ,0/ will have "excess moles" 
[ In - O'n such that 

1 (n - O'»p" + rtf - 1.1 (35) 

Proo/from Eq, (33) and R>O; also in any .V, n > 0' be­
cause each L b, is connected. 

The (r + R )- composite ring number of.· V' is the i = 1 
Betti number (p = 1) of. V disregarding the distinction be· 
tween sm-lines and rx·lines: 

(r + R ) = BII (p = 1). 

(cf. also Sec. VIII). 

A. Topological1-invariants of JV 

(36) 

Theorem N2: Under sm-line subdivisions andlor rx­
line subdivisions defined by Eqs. (5) and (6, the sum (r + R ) 
remains invariant. [We say (r + R ) is an "(sm and rx)· 
invariant ".] 

Proof Subsitution ofEq. (5b) andlor (6b) into Eq. (33) 
yields the same (r + R ). 

Remark: (a) Under sm-subdivisions onff, r, and R may 
each change, but their sum does not. (b) Under rx-subdivi­
sions on. Y, not only (r + R ), but also rand R individually 
are invariant, because rx-subdivisions alone, are also s-sub­
divisions of the .Y' oLYpreserving r. [Examples of (a) and (b) 
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occurred in Ref. 14.] 
Theorem N3: The degrees of both the species vertices 

{. J and the rx-vertices { X J of "Yare sm- and rx-invariants. 
(For proof note that initial vertices are not affected by 

sm- and rx-subdivisions although new vertices of degree two 
arise.) 

Corollary liN 3 : We classified general networks be­
fore l4 with respect to the types of species vertices ("source", 
"sink", "internal," etc.) 14 the! .ffJ contain. These network 
types l4 [(1) "strictly laminar," (2) "laminar," (3) "internally 
turbulent," (4a) "autocatalytic," (4b) "self-inhibitory"] are 
sm- and rx-invariant (since the vertex types depend on their 
degree). 

Corollary 2! N 3: Likewise, if JY represents a strict 
mechanism, 1 = 1* (i.e., all of the rx-vertices of 1* are 
of the types: ~ and ~ only), or if "Y repre-
sents a pathway f!l', or more general mechanism 1, (i.e., rx­
vertices like ~ and more are allowed), then this na­
ture of A/' (i.e., whether ff -.41* or. r - f!l' or 1) is sm­
Irx-invariant. This means successively larger ./1/'s generated 
will remain of the same type oLII (or f!l') (this is used in the 
mechanism generation methods of our Ref. 14). 

B. Nonplanarity of. 1 . 

Theorem N4: The genus g I of any general network is 
given by 

0' + p - n + / I = 2 - 2g I • (37) 

Proof Disregard the distinction between the two kinds 
of lines, and the two kinds of vertices in . r. Total no. of 
vertices of any kind = 0' + 2p; total no. of lines of any kind 
= p + n(Q.E.D.). 

Note: The "faces" of. r, total no. f I' are bounded by 
either all sm-lines (="sm-jaces") or by some sm- and some 
rx-lines (_ "smlrx /aces"). 

(38) 

We now investigate the relation between the genus g I 

ofthe fulL,v (strictly of (. /V') discussed in Sec. VIII) and the 
!g, I of individuallineblocks ! L b , I and the gy of the skele­
ton oLY. Theg, of each L b , is defined by the mapping of that 
L b, on a separate closed surface (g,·torus). The Y is also 
mapped on a separate closed surface, a gy -torus in defining 
gy. 

Lemma N 1: In combining the! Lb J according to Y 
into an .Y, we first map all of the! Lb J which are as yet 
disconnected by rx-lines onto a single closed surface. The 
genus gL of this surface is 

(39) 

Proof Any Lb,fg,) can be mapped on any surface with 
g>g,. Hence all L b, can be mapped onto the surface with 
largest g,. 

Theorem N4: The number of faces and genus of A/' is 
related to those of .Y and of U L ! L b I by 

[lfr- 2gl)= -[ifL+L -1)-2(gL+g:r)].! 
(40) 
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Proof For the union of disconnected {Lb, I on the sur­
face L, we have [c.r. Eq. (25) which holds for a disconnected 
graph on a single surface as well as for a connected one, even 
though Eq. (7) is modified to y = p - r + m for m discon­
nected components] 

IL = R + 1 - 2gL; 

similarly for fy· with r, and for JV 

1/ = (r + R) + 1 - 2g /. 

Hence, 

(41a) 

(41b) 

II - ifL + fy - 1) = - 2[g I - (gL +gJ)]·1 (40') 

Lemma N2: Even if all ofitsLb, are planar and its Yis 
planar, the JV may not be planar ~ $ 

Proof Take, e.g., and Y = (::jc) . Let L b , be a K 3•3 

sm-graph with its bridge line missing. The first rx-line added 
[Eq. (42)] keeps the graph planar, but the second makes it 
nonplanar (Q.E.D.) 

(42) 

Theorem NS: If each L b, of JV has at most one sm-ring, 
I R, < I), and each dot point (vertex) of the Y has at most one 
loop ( --0 ), but otherwise any number r of rings, then 

g,' -gy, 

({ Ri < 1 L Y: {Ii < 1 loop per vertex ll· (43) 

Proof Any Ri < 1, L b , is planar; also any of its rx-ver­
tices is accessible by an rx-line without crossing any closed­
Jordan sm-curves [Eq. (44a)] or closed Jordan sm/rx-curves 
[Eq. (44b)]. 

(44a) 

( ~ ). Asimp/egraph [,:f"1m is obtained removing 
such multilines, with the same genus and number of vertices. 
Then apply the upper bound equation [as in Eq. (17)). 
(Q.E.D.) 

Remark: The upper bound = Ig " or g / + II if 

n + p - Csm >(0' + 2p) (0' + 2p - 1)/2 - 5. (47) 

Csm = no. of extra multi-sm-lines in JV (~ ) (related 
to the number of autocatalytic or homolytic steps). 

Removal of Csm gives ,,1/ -[JY], and so Eq. (18) can be 
applied. 

VIII. EXTENSION TO 2-COMPLEXES AND THE BETTI 
NUMBERS IN P = 1 AND 2 

The network JV and its skeleton Y treated as graphs 
are I-complexes. Then the Betti numbers are BO and B'. 

Every graph can be mapped onto a closed orientable 2-
surface embedded in 't? 3' This surface is a g-torus, 
gEl 0, 1,2,3,00'1· 

On the surface, the union of the graph G with its faces is 
the 2-complex < G ) on G. The Betti numbers, in p = 1, are 

BO,B' of G 

and those of < G) are for p = 2. The latter 

iSo,iS' ,iS2 of < G ) 

are such that in general iSi =1= Bi for the same i. 

(48) 

(49) 

I BO,B'I are invariants ("s-") in dim = 1, Le., under line 
subdivisions on G. 

I iSo,iS' ,iS2 1 are invariants ("t-") dim = 2, under face 
subdivisions (hence under "triangulations") on < G) as well 
as under line subdivisions. The BO,B' are not t-invariants, 
while Eqs. (49) are. 

I is' I are related to the incidence matrices I Ii I for the 2-
complex by 

BO = a;) - rank In, 

(SO) 

(44b) where (Xi = :If! i-simplexes I, 
Theorem N6: For a general,,1/ with its Y and {L b ,), 

I g ,>maxlgL,g/ll 

(the larger of gL or gy). 

(45) 

Proof Equality occurs when rx-lines added to uL \ Lb.) 
do not cross any sm orsm/rx rings of any Lb.' Otherwise,g / 
may increase. 

TheoremN7: 

g, <int> {(O' + 2p - 3) (0' + 2p - 4)112}. (46) 

Proof fl' viewed as a graph of 0' + 2p vertices of either 
kind (s-vertices and rx-vertices), and sm- and rx-lines distinc­
tion ignored, has no I-line loops, only some sm-multilines 
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I, = (i-simplex to (i + I)-simplex incidence matrix). 
(SO') 

For ap-complex, rank Ip = O. Note also that Eqs. (5) 
satisfy the Euler-Poincare relation 

A. The 2-complex <Y) on the skeleton ,Y 

First for Y itself as I-complex 

Y: BO = Y - rank 10' B' = P - rank In· 

Oktay Sinanoglu 
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As 10 is the usual vertex-line incidence matrix (Y is con­
nected, so m = 1) 

rank 10 = r - 1 

(or rank 10 = P - r). 
Thus 

lBo = I (for Y, m = 1) and lBl = r 

(53) 

(54) 

which verifies the s-invariance of r. (Further for disconnect­
ed G of m-pieces, lBo = m.) 

Next, including the faces of Y on a g-torus 

(55) 

As theg-torus is an orientable surface, Eqs. (50), etc. are 
for mod. 2 or for any directed Y obtained from Y by arbi­
trary assignments of arrows to each line. 

Then, 

(,;1'): 

i o = 1 (m = 1), 

i l = r - rank II' 

lB2 = f - rank II' 

Note the i l - lBl = - rank II #0. 
II is the edge-face (1-2) incidence matrix. 
Lemma: For (Y) (ofY with m = 1) 

rank II =f - 1 

(56a) 

(56b) 

(56c) 

=p - rJ , (57) 

where rJ = maximum no. of linearly independent 2-rings in 
(Y) [a ring made offaces ("umbrellas") going around a 
vertex of (Y)]. 

Proof Draw the "face-graph" Y f of (Y) by 

{
face of (Y)-vertex of Y f , 

adjacent faces in (Y)-connected vertices in Y f • 

Then one hasf = rf; P = Pf and can use Eq. (53) (Q.E.D.). 
Theorem: For the 2-complex (Y) on any Y (which is 

connected; m = 1), 

iO = 1 (m = 1), 

i l =r-f+l, 

i2 = 1. 

Proof Eqs. (56) and (57). 
Corollary 1: For (Y) of Y 

I iii = 2g. I 
Proof Eqs. (58) and (25). 

Theorem: Given two skeletons Y (p,r,. .. ) and Y' 
(p',r',. .. ), if their extension 2-complexes (Y)p.r.g .... and 
(Y) p'.r'.g'.,,, are homeomorphic, then g = g' and r = r'. 

(58) 

(58') 

Proof For 2-complexes homeomorphism can be stud­
ied by fs-subdivisions (i.e., face-subdivisions and line-subdi­
visions, or by triangulations). As can be seen from Eqs. (58) 
under any such subdivision, g remains invariant. But in addi­
tion to (ii, i = 0,1,2] remaining invariant, so must the {lBi ] 
in the lower dimension under s-subdivisions only. Thus 
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r = r' (Q.E.D.). 
Remark 1: If (Y) and (lB') are 2-homeomorphic, then 

Y and Y' are I-homeomorphic (proof omitted). Note that 
this is not a corollary of the above theorem, because: 

Remark 2: The reverse of the above theorem is not al­
ways true; i.e., if g = g' and r = r' 2-homeomorphism is not 
guaranteed. (Same with (Y] and r = r' only.) 

"Facial rings" ("2-rings") and the genus of .Y': The 
maximum number oflinearly independent (mod 2) "umbrel­
las" of (Y) ("facial rings," or "2-rings") is rJ , in Eq. (57). 
From Eqs. (57), (56b), and (58'), we have 

Irf =P -f + 11 (59) 

or 

I rf = 2g + r - 1.1 (60) 

Equation (60) is a very useful, practical relation, in cal­
culating the genus or the facial ring rank, rf • Thus, e.g., for 
planar graphs (g = 0), rf = r - 1. Those {(Y)] with larger 
genus will have the greater number rJ of independent 2-
rings, given the same number of vertices. 

Another relation useful in giving insight into the genus 
is, from Eqs. (60) and (7), 

g = H(r + rrJ- p]. (61) 

B. The 2-complex <A; on the network uV 
If we do not distinguish between the two kinds of lines 

(sm-: _ and rx:~) and the two kinds of vertices (s­
: < and rx-: ~ ) in JV and (JV), we get the 
Betti numbers (and r f ( (vY»), g I etc., directly (i.e., from the 
"graph ofA/",,=G./Y thereby defined, and its (G,.;f/'»). 

For the I-complex (. Y _G. 1): 

lBO I = 1 (m = 1), 

BII =(r+R) 

[R defined in Eq. (33)]. 
For the 2-complex (u'Y) _ (G jV»): 

iOI = 1 (m = 1), 

i\ = (r + R) -! I + 1, 

i 2
1 , = 1 

if I' if; I as in previous sections). Also 

Bt" = 2g I 

(62) 

(63) 

(63') 

(other methods of calculating or estimating g I were given in 
Sec. VII). 
The independent "facial rings" of (5), now can be sm-faces 
(bounded by sm-lines only) or (sm/rx)-faces (bounded by sm­
and rx-lines). The total number is! I' The maximal 
independent 2-rings (regardless of vertex tip type (s- or rx-) of 
the "umbrella") number 
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I rr = 2g / + (a + 2p) - I 

or 

rr J = (n +p) -1/ + l. 
Also, 

12g / = (r + R + rt) - (p + n )·1 

c. The 1- and 2-homeomorphisms on (/Y) 

(64) 

(64') 

(65) 

Going back from G.if/ ---+JV, the only thing to note is 
that not all 1- and 2-subdivisions preserve the definition (and 
physical meaning) of. V, although they are homeomor­
phisms on G."V. 

Only the in variance, in corresponding dimensions, of 
the Betti numbers, Eqs. (62) and (63), under a subgroup of l­
and 2-homeomorphisms on Gvif/ which preserve the defini­
tion oLY' (the bipartiteness of the lineblocks, etc.), is needed 
(and relevant). 

The elements of this subgroup are: 
(i) "sm-line subdivisions," Eq. (5), on vif/, 

(ii) "rx-line subdivisions," Eq. (6), on Jr, 
(iii) sm-face subdivisions by sm-lines on (A/) (and 

(2"»), 
(iv) sm-face subdivisions by smlrx-composite lines 
(~ )on(JV), 

(v) (smlrx)-face subdivisions by sm-lines on (c1/"), 
(vi) (smlrx)-face subdivisions by smlrx-composite lines 

on (.V). 
Calling [(i), (ii) 1 =".r-subdivisions" and [iii­

,. .. vi] = (.Jr) -subdivisions, we have the fol1owing: 
Theorem: The definition (and physical meaning) of g' 

and Eqs. (62) are preserved under .JV'-subdivisions. The defi­
nition of g' (and of (JV») and Eqs. (63') are preserved under 
(./V) -subdivisions. 
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Proof These constitute subgroups of the arbitrary l­
and 2-homeomorphism groups of G. 1/ and (G.A/'). Further 
any of the IB in Eqs. (62), (63) = GIB (Q,E.D.) 
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Inverse scattering-exact solution of the Gel'fand-Levitan equation 
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One formulation of inverse scattering theory involves the Gel'fand-Levitan equation. We present 
a procedure for finding exact solutions to this equation; this procedure can be applied whenever 
the reflection coefficient is a rational function of the wave number k, with an arbitrary number of 
poles. We present graphs of the potential as a function of distance, for several cases with 3, 4, 5, 
and 6 poles. Prior to this paper, no 4-, 5-, or 6-pole case had ever been treated successfully. 

PACS numbers: 94.20. - y, 94.20.Tt, 03.80. + r 

I. INTRODUCTION 

In the last 40 years, most work on ionospheric structure 
determination has used an approximate method based on the 
Abel integral equation. From scattering data it is possible to 
compute the ionospheric electron density using this method. 
Using the same data, it is also possible to use a full-wave 
method to obtain the ionospheric electron density with 
greatly reduced errors. Since the data used is identical for the 
approximate and full wave theories, there is no need to modi­
fy experimental equipment. The difference in treatment is 
essentially computational, since the same data gives the posi­
tion-dependent electron density using the approximate and 
full wave theories. 

In principle, the full wave inverse scattering method is 
exact. However, in practice, approximate analytic or nu­
merical methods are normally employed to solvethe Gel­
'fand-Levitan equation. To circumvent the possibility of 
roundoff errors, numerical instabilities, etc., in solving the 
Gel'fand-Levitan equation numerically, we have solved the 
equation exactly, using a generalization of Kay's I procedure 
for rational fraction reflection coefficients. Previous at­
tempts along these lines have given usable results when the 
number of poles is not too large (3 poles-Ahn and Jordan2; 
1 pole-Moses3

; 3 poles-Moses4
; 1,2, and 3 poles-Pe­

chenick and Cohen5
). As the number of poles increases, the 

complexity of the analytic expressions increases rapidly. For 
more than 5 poles, quintic and higher-order polynomial 
equations must be solved, which is difficult in view of Galois' 
proof that the general 5th and higher-order equations are 
insoluble by radicals. Using our procedure, these difficulties 
are circumvented because we evaluate our analytic solutions 
by computer, thereby avoiding numerical instabilities which 
may arise in numerical solutions of integral and differential 
equations, and avoiding errors which often arise when ana­
lytic expressions are evaluated by hand. The higher-order 
polynomial equations are solved numerically, thus evading 
Galois' theorem. In this way we can treat an arbitrarily large 
number of poles. To check our procedure, we have repeated 
calculations carried out analytically by others2

-4 and have 
obtained agreement. We have also checked our computer 
codes against analytic solutions which we have obtained.5 

After our computer codes were shown to be operating prop­
erly, we treated a large number of cases. A number of these 
are described in this communication. 

II. SOLUTION OF EQUATION 

The determination of the ionospheric electron density 
can be reducedo.7 to the problem of solving the Gel'fand­
LevitanH equation, which is 

R (x + t) + K (x,t ) + rooK (x,z)R (z + t) dz = O. (1) 

Now, if R (x) is zero for x < 0, we can write 

R (x) = R I{X)e (x) (2) 

for some function R I(X), where the step function e (x) = 0 for 
x < 0, and 1 otherwise. Substituting (2) into (1), we find that 
K (x,t ) has the form 

K (x,t) = Kdx,t)e (x + t), (3) 

where K1(x,t) satisfies the equation 

R1(x + t) + K1(x,t) + f ,K1(x,z)R1(z + t) dz = 0, (4) 

for x + t;>O. [We shall actually solve (4) for all x and t.] 
Now let 

I JX . R (x) = - e - lkxr(k ) dk, 
21T - 00 

and let r(k ) be a rational function 1,9 of k 

r(k) = N(k )lD(k), 

(5) 

(6) 

where N (k ) and D (k ) are polynomials in k, and D (k ) has the 
form 

II 

D(k)= II(k-k i ), (7) 
i= I 

where the k i are distinct complex numbers in the lower half­
plane. Then we find that 

n 

R (x) = - iLeikrCje(x), 
j~1 

where 

Cj = N(kj ) 11 ---
i= I k j - k i 

i",j 

(8) 

(9) 

Cj is the residue of r(k ) at k = k j ; it is a function of the k i • 

To solve the Gel'fand-Levitan equation, we assume that 

Kdx,t) = Lfa(x)e
U

"" (1O) 
a 
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where the summation is over a finite but as yet unspecified 
number of values of a and thehx (x) are unknown functions of 
x. We also have 

(11 ) 

from (2) and (8). Substituting (10) and (11) into (4), we obtain 

- iIe ik,{x+ IIC} + Ifa(x)ea,,1 
,-I 

-if J~fl (x)ea''''jtl e - ik,{z + 'IC) ] dz = O. (12) 

The integral in (12) is equal to 

11 I I I C
j 

fa (x) . [ea,,x-ik,ix+/l_e-a,,,]. (13) 
II j ~ I a a - lkj 

Substituting the expression (13) for the integral into (12), we 
obtain an equation which can be written 

A +B=O, (14) 

where 

(IS) 

and 

(16) 

We shall show that it is possible to set both A = 0 and B = 0 
simultaneously, and thus find a solution to (12). 

If we let 

a _ (l == - aa (17) 

for all a, then the equation A = 0 may be rewritten 

I[fa(X)-iICjf-a(X) 1. ]ea",=o. (18) 
" j~1 au +lk, 

To solve (18), we let 

( 19) 

for each a. Replacing a by - a in (19) and using (17), we 
obtain 

x 

> 

<l 
f­
Z 
W 
f­o 
D... 

I I 

0.5 10 1.5 20 2.5 30 35 40 4.5 

DISTANCE, x 

FIG. I. Potential V(x) vs distance x for 3 poles: kl,2 = ± 0.8 - 0.4991, 
k,= -I. 
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x 

'-z 
W 
f­o 
D... 

! \ ! 

1.0 1.5 20 2 5 3.0 3.5 40 

DISTANCE, x 

Il 

1 
,J 

45 

FIG. 2. Potential V(x) vs distance x for 3 poles: k'.2 = ± 0.7 - 0.49991, 
k,= -I. 

(20) 

To find a nontrivial solution to the homogeneous set of equa­
tions (20), we express it in the matrix form 

(21 ) 

and set the determinant of the matrix equal to zero. This 
condition may be written as 

(I Cj
• )(I C[.) = 1. 

} ~ I aa - lkj ~ I aa + lk[ 
(22) 

Equation (22) determines the possible values of a". Because 
of (17), our procedure will work only if the negative of every 
possible value of aa is also a possible value of a" . 

By using some elementary results of complex variable 
theory, we can rewrite Eq. (22). Cj is the residue of r(k ) at 
k = kj' and ~ I(aa - ikj ) is the residue of r(k )/(aa - ik ) at 
k = kj' where k is considered to be a complex variable. 
Therefore 

n C. I J., 
j~laa -lkj 

is the sum of all residues of r(k )/(a" - ik ), except for the one 
at k = - iaa . Similarly, 

> 02°1 

-.-J CIS' 

~ 012 1 

~ 008-
o I 
D... 

J 

--------

I 

i 
! 

o _. __ L __ ~J _ .. __ L__ .. : ____ l .--1 ___ J 

o 05 1 0 1 5 2 0 2 5 3.0 3 5 4 0 4 5 

DISTANCE, x 

FIG. 3. Potential V(x) vsdistancex for 4 poles: k,.2 = ± 0.2403 - 0.3666i, 

k],4 = ± 0.3571 - 0.60191. 
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~ 0.6 
> . 
-1 
~ 04 
f-
Z 
w 

0.2 f-
0 
0.. 

3.0 3.5 

DISTANCE, x 

FIG. 4. Potential V(x) vs distance x for 5 poles: k, = - \.Ii, k, = - 1.2i, 
k, = - l.3i, k4 = - l.4i, ks = - 1.5i. 

n C[ 
L--[~l au + ik[ , 

is the sum of all residues of r(k )/(aa + ik ), except for the one 
at k = iau' But in each case, the sum of all residues is zero, 
since the integral of r(k )I(au ± ik ) around a closed contour 
at infinity is zero. Thus, 

~ ~ 
~ 'k' j~lau -I j 

is minus the residue of r(k )/(aa - ik) at - iaa, and 

n C[ 

L 'k' [~l aa + I [ 

is minus the residue of r(k )I(aa + ik ) at iaa . Thus, 

~ Cj • __ ~ - ir( - iaa ), 
j~laa -Ikj 

and 

n C[ L = ir(iaa ), 
[~laa+ik[ 

so Eq. (22) becomes 

r(iaa)r( - iaa ) = 1. 

(23) 

(24) 

(25) 

From (25) it is clear that the negative of every possible value 
of aa is also a possible value of aa' 

Now, r(k) is required to have the properties 10,1 I that 

r(O) = - 1, (26) 

and 

r( - k ) = r(k )*. 

-;( 0.8 r 

;::f~ 
~ O.2 r 
ol~, 
o 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 

DISTANCE, x 

(27) 

FIG. 5. Potential V(x) vs distance x for 6 poles: k, = - 1.1i, k, = - 1.2i, 
k3 = - 1.3i, k4 == - l.4i, ks = - 1.5i, k6 = - 1.6i. 
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>. 
-1 
« 
f= z 
w b OA 
a.. 

0.2 1 

°0''-----;:c0'''"5---:-1.'''"0---:-'j "'"5--=?2.0;'--

DISTANCE, x 

FIG. 6. Potential V(x) vs distance x for 3 poles: k, = - 1.1i, k, = - 1.2i, 
k3 = - 1.3i. 

Because of (26), aa = 0 is a solution to (25). It can also be 
shown that (25) is equivalent to a polynomial equation of 
degree n for aa 2. Since one root is zero, we only need to be 
able to solve an equation of degree n - 1, for the case in 
which r(k ) has n poles. We solve this equation numerically on 
the computer. 

Following our procedure, we let the aa be the roots of 
Eq. (25); we check that r(k ) is such that the n possible values 
of aa 2 are all distinct. We let a take on the integer values 
from 1 ton and from - 1 to - n, with a ~a = - aa' For all 
other values of a, fa (x) must be zero, so we may neglect all 
other values of a. Thus, there are 2n nonzero functions 
fa (x). According to Eq. (20), the fa (x) with positive a are 
related to those with negative a by the equation 

( 
n C ) 

f~a(x) = - i/~l au':'" ik
j 

fu(x), (28) 

which is valid for both positive and negative values of a. 
We now turn to the equation B = 0, which reduces to n 

equations, one for each value ofjj = 1,2, ... ,n; and in which 
the summation over a includes both positive and negative 
values of a. The equations are 

~ 
....J 
W 
cr: 

1 + L 1. eU.,x fu (x) = O. 
a aa - Ikj 

(29) 

By substituting (28) into (29), we obtain 

I 

~ 
I .., 

1 
~ 

I 
o 0.5 1.0 1.5 2.0 

DISTANCE, x 

;.IG. 7. Re~ative change in K (x.x). vs distance x for three perturbations of a 
polecase.k,=-l.llk-_12Ik_ 13·P . k ->' ' ,- .• 3 - - • I. erturbatlOn (a): 
, -1.111,k2 andk,unchanged.Perturbation(b):k, ...... _121i k andk 

unchanged. Perturbation (c): k, ...... - 1.31i. k, and k, unchan~ed." , 
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1+ i (l'jaea,,, + Gjae-a''')Ja(x) =0, (30) 
a=l 

) = 1,2, ... ,n, where 

(31) 

inC, r( - iaa ) 
Gju ==: . I. . (32) 

aa + Ikj'~ I au -Ik, au + Ikj 

Equation (30) is a set of n simultaneous linear equations for 
the fa (x); we solve these equations numerically for a set of 
values ofx. 

Now, 

K (x,t) = Ifa (x)e a
"'(1 (x + t), (33) 

u 

from (3) and (10), so 

K (x,x) = Ifa (x)ea
'''(1 (x), (34) 

where in (33) and (34) we are summing over positive and 
negative a. Substituting (28) into (34) we obtain 

K(x,x) = Ltl [ea
,,, - r( - iaa)e-·a'''J!a(X)}O(X). (35) 

Following our procedure, we substitute into (35) the numeri­
cal results for the fa (x) obtained by solving (30). 

We have applied our procedure to several rational func­
tion reflection coefficients r(k ). In all of them, the numerator 
N(k )in(6)isaconstant. BecauseofEq. (26),N(k )mustbethe 
constant - ( - k\)( - k 2)···( - kn), so that r(k) is completely 
determined by its poles, ki,i = 1,2, ... ,n. Because ofEq. (27), 
the negative of the complex conjugate of every pole is also a 
pole. Thus, for each value of i, either k i is pure imaginary or 
there is some} such that kj = - k r. There is another condi­
tion which r(k) must satisfy: Ir(k)l,.; 1 for all real k. We have 
checked that all of our r(k) satisfy this condition. We have 
plotted graphs of the potential V = (d / dx)K (x,x) as a func­
tion ofx. 

III. DISCUSSION 
In this communication we have presented an exact class 

of inverse scattering solutions. Although in principle 5 or 
fewer poles can be treated analytically by radicals, no pre­
vious authors have treated more than 3 poles. This is because 
of the necessary complexity of the calculations. Here we pre­
sent results, not only for 3 poles, but also for 4, 5, and 6 poles. 

Figure 1 shows V versus x for the 3-pole case in which 
kl = 0.8 - 0.499i, k2 = - 0.8 - 0.499i, k3 = - i, while 
Fig. 2 depicts the 3-pole case with kl = 0.7 - 0.4999i, 
k2 = - 0.7 - 0.4999i, k3 = - i. These are the two cases 
which were studied by Ahn and Jordan,2 and our results 
agree with theirs. 

Figure 3 shows V versus x for a 4-pole case: 
k1,2 = ± 0.2403 - 0.3666i, k 3,4 = ± 0.3571 - 0.6019i. 
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We see that the curve rises more gently near x = 0 for 4 poles 
than for 3 poles. Fig. 4 depicts a 5-pole case: kl = - 1. Ii, 
k2 = - 1.2i, k3 = - 1.3i, k4 = - l.4i, ks = - 1.5i, and 
the curve rises even more slowly near x = 0 in this 5-pole 
case than in the 4-pole case. 

Figure 5 depicts a 6-pole case: k I = - I. Ii, 
k2 = - 1.2i, k3 = - 1.3i, k4 = - l.4i, ks = - 1.5i, 
k6 = - 1.6i. We see that this curve rises even more gradual­
ly near the origin. Note that a closed-form solution to the 6-
pole case would require a solution to a 5th-order polynomial 
equation, which cannot be solved by radicals in general. 

Figure 6 shows V versus x for another 3-pole case: 

k I = - 1. Ii, k2 = - 1.2i, k3 = - 1.3i. To test the stability 
of the Gel'fand-Levitan procedure, we also considered three 
perturbations of this 3-pole case: 

(a) kl = - 1.1 Ii, k2 and k3 unchanged; 

(b) k2 = - 1.21i, k I and k3 unchanged; 

(b) k3 = - 1.3 Ii, k I and k2 unchanged. 

These perturbations of the poles, which are of the order of 
one percent, cause small changes in K (x,x), which are of the 
order of one percent. Hence the procedure is stable in this 
case. In Fig. 7, we plotted the change in K (x,x) (perturbed 
value minus unperturbed value) divided by the unperturbed 
value of K (x,x), for cases (a), (b), and (c). 

Thus our procedure gives useful results even in cases 
where other methods fail. In future communications we in­
tend to extend our method still further. 
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